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Foreword

The International Mathematical Olympiad (IMO) - an annual international
mathematical competition primarily for high school students - has a his-
tory of more than half a century and is the oldest of all international science
Olympiads. Having attracted the participation of more than 100 countries
and territories, not only has the IMO been instrumental in promoting inter-
est in mathematics among high school students, it has also been successful
in the identification of mathematical talent. For example, since 1990, at
least one of the Fields Medalists in every batch had participated in an IMO
earlier and won a medal.

Vietnam began participating in the IMO in 1974 and has consistently
done very well. Up to 2009, the Vietnamese team had already won 44 gold,
82 silver and 57 bronze medals at the IMO - an impressive performance
that places it among the top ten countries in the cumulative medal tally.
This is probably related to the fact that there is a well-established tradition
in mathematical competitions in Vietnam - the Vietnamese Mathematical
Olympiad (VMO) started in 1962. The VMO and the Vietnamese IMO
teams have also helped to identify many outstanding mathematical talents
from Vietnam, including Ngo Bao Chau, whose proof of the Fundamental
Lemma in Langland’s program made it to the list of Top Ten Scientific
Discoveries of 2009 of Time magazine.

It is therefore good news that selected problems from the VMO are now
made more readily available through this book.

One of the authors - Le Hai Chau - is a highly respected mathemat-
ics educator in Vietnam with extensive experience in the development of
mathematical talent. He started working in the Ministry of Education of
Vietnam in 1955, and has been involved in the VMO and IMO as a set-
ter of problems and the leader of the Vietnamese team to several IMO.
He has published many mathematics books, including textbooks for sec-
ondary and high school students, and has played an important role in the
development of mathematical education in Vietnam. For his contributions,
he was bestowed the nation’s highest honour of “People’s Teacher” by the
government of Vietnam in 2008. Personally, I have witnessed first-hand the
kind of great respect expressed by teachers and mathematicians in Vietnam
whenever the name “Le Hai Chau” is mentioned.

Le Hai Chau’s passion for mathematics is no doubt one of the main
reasons that his son Le Hai Khoi - the other author of this book - also fell
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vi FOREWORD

in love with mathematics. He has been a member of a Vietnamese IMO
team, and chose to be a mathematician for his career. With a PhD in
mathematics from Russia, Le Hai Khoi has worked in both Vietnam and
Singapore, where he is based currently. Like his father, Le Hai Khoi also
has a keen interest in discovering and nurturing mathematical talent.

I congratulate the authors for the successful completion of this book.
I trust that many young minds will find it interesting, stimulating and
enriching.

San Ling
Singapore, Feb 2010



Preface

In 1962, the first Vietnamese Mathematical Olympiad (VMO) was held in
Hanoi. Since then the Vietnam Ministry of Education has, jointly with the
Vietnamese Mathematical Society (VMS), organized annually (except in
1973) this competition. The best winners of VMO then participated in the
Selection Test to form a team to represent Vietnam at the International
Mathematical Olympiad (IMO), in which Vietnam took part for the first
time in 1974. After 33 participations (except in 1977 and 1981) Vietnamese
students have won almost 200 medals, among them over 40 gold.

This books contains about 230 selected problems from more than 45
competitions. These problems are divided into five sections following the
classification of the IMO: Algebra, Analysis, Number Theory, Combina-
torics, and Geometry.

It should be noted that the problems presented in this book are of
average level of difficulty. In the future we hope to prepare another book
containing more difficult problems of the VMO, as well as some problems
of the Selection Tests for forming the Vietnamese teams for the IMO.

We also note that from 1990 the VMO has been divided into two eche-
lons. The first echelon is for students of the big cities and provinces, while
the second echelon is for students of the smaller cities and highland regions.
Problems for the second echelon are denoted with the letter B.

We would like to thank the World Scientific Publishing Co. for publish-
ing this book. Special thanks go to Prof. Lee Soo Ying, former Dean of
the College of Science, Prof. Ling San, Chair of the School of Physical and
Mathematical Sciences, and Prof. Chee Yeow Meng, Head of the Division
of Mathematical Sciences, Nanyang Technological University, Singapore,
for stimulating encouragement during the preparation of this book. We are
grateful to David Adams, Chan Song Heng, Chua Chek Beng, Anders Gus-
tavsson, Andrew Kricker, Sinai Robins and Zhao Liangyi from the School
of Physical Mathematical Sciences, and students Lor Choon Yee and Ong
Soon Sheng, for reading different parts of the book and for their valuable
suggestions and comments that led to the improvement of the exposition.
We are also grateful to Lu Xiao for his help with the drawing of figures,
and to Adelyn Le for her help in editing of some paragraphs of the book.

We would like to express our gratitude to the Editor of the Series “Math-
ematical Olympiad”, Prof. Lee Peng Yee, for his attention to this work.
We thank Ms. Kwong Lai Fun of World Scientific Publishing Co. for her
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viii PREFACE

hard work to prepare this book for publication. We also thank Mr. Wong
Fook Sung, Albert of Temasek Polytechnic, for his copyediting of the book.

Last but not least, we are responsible for any typos, errors,... in the
book, and hope to receive the reader’s feedback.

The Authors
Hanoi and Singapore, Dec 2009
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Chapter 1

The Gifted Students

On the first school opening day of the Democratic Republic of Vietnam
in September 1946, President Ho Chi Minh sent a letter to all students,
stating: “Whether or not Vietnam becomes glorious and the Vietnamese
nation becomes gloriously paired with other wealthy nations over five con-
tinents, will depend mainly on students’ effort to study”. Later Uncle Ho
reminds all the people: “It takes 10 years for trees to grow. It takes 100
years to “cultivate” a person’s career”.

Uncle Ho’s teachings encouraged millions of Vietnamese teachers and
students to spend all efforts in “Teaching Well and Studying Well”, even
through all the years of war against aggressors.

1.1 The Vietnamese Mathematical Olympiad

1. The Vietnamese Mathematical Olympiad was organized by the Ministry
of Education for the first time in the academic year 1961-1962. It was for
gifted students of the final year of Secondary School (grade 7) and of High
School (grade 10), at that period, with the objectives to:

1. discover and train gifted students in mathematics,

2. encourage the “Teaching Well and Studying Well” campaign for math-
ematics in schools.

Nowadays, the Vietnamese education system includes three levels total-
ing 12 years:

1
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• Primary School: from grade 1 to grade 5.

• Secondary School: from grade 6 to grade 9.

• High School: from grade 10 to grade 12.

At the end of grade 12, students must take the final graduate exams, and
only those who passed the exams are allowed to take the entrance exams
to universities and colleges.

The competition is organized annually, via the following stages.

Stage 1. At the beginning of each academic year, all schools classify
students, discover and train gifted students in mathematics.

Stage 2. Districts select gifted students in mathematics from the final
year of Primary School, and the first year of Secondary and High Schools
to form their teams for training in facultative hours (not during the official
learning hours), following the program and materials provided by local
(provincial) Departments of Education.

Stage 3. Gifted students are selected from city/province level to partic-
ipate in a mathematical competition (for year-end students of each level).
This competition is organized completely by the local city/province (set-up
questions, script marking and rewards).

Stage 4. The National Mathematical Olympiad for students of the
final grades of Secondary and High Schools is organized by the Ministry of
Education. The national jury is formed for this to be in charge of posing
questions, marking papers and suggesting prizes. The olympiad is held over
two days. Each day students solve three problems in three hours. There
are 2 types of awards: Individual prize and Team prize, each consists of
First, Second, Third and Honorable prizes.

2. During the first few years, the Ministry of Education assigned the first-
named author, Ministry’s Inspector for Mathematics, to take charge in
organizing the Olympiad, from setting the questions to marking the papers.
When the Vietnamese Mathematical Society was established (Jan 1964),
the Ministry invited the VMS to join in. Professor Le Van Thiem, the first
Director of Vietnam Institute of Mathematics, was nominated as a chair
of the jury. Since then, the VMO is organized annually by the Ministry of
Education, even during years of fierce war.

For the reader to imagine the content of the national competition, the
full questions of the first 1962 and the latest 2009 Olympiad are presented
here.
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The first Mathematical Olympiad, 1962

Problem 1. Prove that
1

1
a + 1

b

+
1

1
c + 1

d

≤ 1
1

a+c + 1
b+d

,

for all positive real numbers a, b, c, d.

Problem 2. Find the first derivative at x = −1 of the function

f(x) = (1 + x)
√

2 + x2 3
√

3 + x3.

Problem 3. Let ABCD be a tetrahedron, A′, B′ the orthogonal pro-
jections of A, B on the opposite faces, respectively. Prove that AA′ and
BB′ intersect each other if and only if AB ⊥ CD.

Do AA′ and BB′ intersect each other if AC = AD = BC = BD?

Problem 4. Given a pyramid SABCD such that the base ABCD is
a square with the center O, and SO ⊥ ABCD. The height SO is h and
the angle between SAB and ABCD is α. The plane passing through the
edge AB is perpendicular to the opposite face SCD. Find the volume of
the prescribed pyramid. Investigate the obtained formula.

Problem 5. Solve the equation

sin6 x + cos6 x =
1
4
.

The Mathematical Olympiad, 2009

Problem 1. Solve the system{
1√

1+2x2 + 1√
1+2y2

= 1√
1+2xy

,√
x(1 − 2x) +

√
y(1 − 2y) = 2

9 .

Problem 2. Let a sequence (xn) be defined by

x1 =
1
2
, xn =

√
x2

n−1 + 4xn−1 + xn−1

2
, n ≥ 2.

Prove that a sequence (yn) defined by yn =
n∑

i=1

1
x2

i

converges and find

its limit.
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Problem 3. In the plane given two fixed points A �= B and a variable
point C satisfying condition ÂCB = α (α ∈ (0◦, 180◦) is constant). The
in-circle of the triangle ABC centered at I is tangent to AB, BC and CA
at D, E and F respectively. The lines AI, BI intersect the line EF at M, N
respectively.

1) Prove that a line segment MN has a constant length.

2) Prove that the circum-circle of a triangle DMN always passes through
some fixed point.

Problem 4. Three real numbers a, b, c satisfy the following conditions:
for each positive integer n, the sum an + bn + cn is an integer. Prove that
there exist three integers p, q, r such that a, b, c are the roots of the equation
x3 + px2 + qx + r = 0.

Problem 5. Let n be a positive integer. Denote by T the set of the
first 2n positive integers. How many subsets S are there such that S ⊂ T
and there are no a, b ∈ S with |a − b| ∈ {1, n}? (Remark: the empty set ∅
is considered as a subset that has such a property).

3. The Ministry of Education regularly provided documents guiding the
teaching and training of gifted students, as well as organizing seminars and
workshops on discovering and training students. Below are some experi-
ences from those events.

How to study mathematics wisely?
Intelligence is a synthesis of man’s intellectual abilities such as obser-

vation, memory, imagination, and particularly the thinking ability, whose
most fundamental characteristic is the ability of independent and creative
thinking.

A student who studies mathematics intelligently manifests himself in the
following ways:

- Grasping fundamental knowledge accurately, systematically, under-
standing, remembering and wisely applying the mathematical knowledge
in his real life activities,

- Capable of analyzing and synthesizing, i.e., discovering and solving a
problem or an issue by himself, as well as having critical thinking skills,

- Capable of creative thinking, i.e., not limiting to old methods.
However, one should not exaggerate the importance of intelligence. “An

average aptitude is sufficient for a man to grasp mathematics in secondary
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school if he has good guidance and good books” (A. Kolmogorov, Russian
Academician).

3.1. In Arithmetic.

The following puzzles can help sharpen intellectual abilities:

a) A fruit basket contains 5 oranges. Distribute these 5 oranges to 5
children so that each of them has 1 orange, yet there still remains 1 orange
in the basket.

The solution is to give 4 oranges to 4 children, and the fruit basket with
1 orange to be given to the fifth child.

b) Some people come together for a dinner. There are family ties among
them: 2 of them are fathers, 2 are sons, 2 are uncles, 2 are nephews, 1 is
grandfather, 1 is elder brother, 1 is young brother. So there are 12 people!
True or false? How are they related?

In fact, A is the father of B′s, and C is the father of D′s and the nephew
of A′s; A is C′s uncle.

3.2. In Algebra.

a) After learning the identity (x + y)3 = x3 + 3x2y + 3xy2 + y3, the
student can easily solve the following problem.

Prove the relation x3 + y3 + z3 = 3xyz if x + y + z = 0.
Clearly, from x + y + z = 0 it follows that z = −(x + y). Substituting

this into the left-hand side of the relation to be proved, we get

x3 + y3 + z3 = x3 + y3 − (x + y)3

= x3 + y3 − x3 − 3x2y − 3xy2 − y3

= −3xy(x + y)
= 3xyz.

Consequently, when facing the problem of factorizing the expression
(x− y)3 +(y− z)3 +(z−x)3, we can easily arrive at the result 3(x− y)(y−
z)(z − x).

Similarly, we can prove that (x − y)5 + (y − z)5 + (z − x)5 is divisible
by 5(x − y)(y − z)(z − x) for all x, y, z that are distinct integers.

Another example. It is seen that 32 +42 = 52, 52 +122 = 132, 72+242 =
252, 92 + 402 = 412. State a general rule suggested by these examples and
prove it.

A possible relation is

(2n + 1)2 + [2n(n + 1)]2 = [2n(n + 1) + 1]2, n ≥ 1.



6 CHAPTER 1. THE GIFTED STUDENTS

Similarly, with the following problem: It is seen that 12 = 1·2·3
6 , 12+32 =

3·4·5
6 , 12 + 32 + 52 = 5·6·7

6 . State a general law suggested by these examples
and prove it.

We can find the general law

12 + 22 + · · · + n2 =
n(n + 1)(2n + 1)

6
, n ≥ 1.

From this, we find again another formula:

22 + 42 + · · · + (2n)2 = 22(12 + 22 + · · · + n2) =
2n(n + 1)(2n + 1)

3
.

b) Let’s now consider the following problem (VMO, 1996).
Solve the system. 

√
3x

(
1 + 1

x+y

)
= 2,

√
7y

(
1 − 1

x+y

)
= 4

√
2.

A brief solution is as follows.
With the condition x, y > 0 we have the equivalent system{

1
x+y = 1√

3x
− 2

√
2√

7y
,

1 = 1√
3x

+ 2
√

2√
7y

.

Multiplying these two equations, we get 7y2 − 38xy − 24x2 = 0, or (y −
6x)(7y + 4) = 0, which gives y = 6x (as 7y + 4 > 0). Hence,

x =
11 + 4

√
7

21
, y =

22 + 8
√

7
7

.

Another solution is as follows.
Put u =

√
x, v =

√
y, then the system becomesu

(
1 + 1

u2+v2

)
= 2√

3
,

v
(
1 − 1

u2+v2

)
= 4

√
2√
7

.

But u2+v2 is the square of absolute value of the complex number z = u+iv.
Thus

u + iv +
u − iv

u2 + v2
=

2√
3

+ i
4
√

2√
7

. (1)
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Note that
u − iv

u2 + v2
=

z̄

|z|2 =
z̄

zz̄
=

1
z
,

so the equation (1) becomes

z +
1
z

=
2√
3

+ i
4
√

2√
7

,

or

z2 −
(

2√
3

+ i
4
√

2√
7

)
z + 1 = 0.

The solutions are

z =
(

1√
3
± 2√

21

)
+ i

(
2
√

2√
7

±
√

2

)
,

with corresponding (+) and (−) signs. This shows that the initial system
has the following solutions

x =
(

1√
3
± 2√

21

)2

, y =

(
2
√

2√
7

±
√

2

)2

.

The new studying style for mathematics for students is: to overcome
difficulties, to think independently, to learn and practise, as well as to have
a study plan.

3.3. In Geometry.

When students have finished the chapter about quadrilaterals, they can
ask and answer by themselves the following questions.

- If we join the midpoints of the adjacent sides of a quadrilateral, a
parallelogram, a rectangle, a lozenge, a square and an isosceles trapezoid,
what figures will we obtain?

- Which quadrilateral has the sum of interior angles equal the sum of
exterior angles?

Finally, between memory and intelligence, it is necessary to memorize
in a clever manner. Specifically:

a) In order to memorize well, one must understand. For example, to
have (x + y)4 we must know that it is deduced from (x + y)3(x + y).

b) Have a thorough grasp of the relationship between notions of the
same kind. For instance, with the relation sin2 α +cos2 α = 1 we can prove
that it is wrong to write sin2 α

2 + cos2 α
2 = 1

2 (!).
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c) Remember by figures. For example, if we have grasped trigonometric
circle concepts, we can easily remember all the formulas to find the roots
of basic trigonometric equations.

4. The international experience shows there is no need for a scientist to
be old in order to be a wise mathematician. Therefore, we need to pay
attention to discover young gifted students and to develop their talents.

Below are examples of 2 gifted students in mathematics in Vietnam:

Case 1.

Twenty years ago, the Ministry of Education was informed by an Ed-
ucation Department of one province that a grade 2 pupil in a village has
passed maths level of the final grade of high school. The Ministry of Educa-
tion assigned the first-named author of this book, the Ministry’s Inspector
for Mathematics, to visit Quat Dong village, which is 20 km away from
Hanoi, to assess this pupil’s capability in maths. A lot of curious people
from the village gathered at the pupil’s house. The following is an extract
of that interview using the house yard instead of a blackboard.

- Inspector: Is x2 − 6x + 8 a quadratic polynomial? Can you factorize
it?

- Pupil: This is a quadratic polynomial. I can add 1 and subtract 1
from this expression.

- Inspector: Why did you do it this way?
- Pupil: For the given expression, if I add 1, I would have x2 − 6x+9 =

(x− 3)2, and subtracted 1, the expression is unchanged. Then I could have
(x− 3)2 − 1, and using the rule “a difference of two squares is a product of
its sum and difference”, it becomes

(x − 3)2 − 1 = (x − 3 + 1)(x − 3 − 1) = (x − 2)(x − 4).

(The pupil explained very clearly, which showed that he understood well
about what could be done).

- Inspector: Do you think there is a better way to solve this problem?
- Pupil: I can solve the quadratic equation x2−6x+8 = 0 following the

general one ax2 + bx + c = 0. Here b = 6 = 2b′, so I use the discriminant
∆′ = b′2 − ac and a formula x1,2 = −b′±√

∆′
a to get the answer.

(He has found out correctly two roots 2 and 4).

- Inspector: During the computation of the roots, you might be wrong.
Is there any way to verify the answer?
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- Pupil: I can use the Viète formula, as the sum of two roots is − b
2a and

the product of two roots is c
a , etc.

Then the interview changed focus to Geometry.

- Inspector: Can you solve the following geometrical problem: Consider
a triangle ABC with the side BC fixed, and where the vertex A is allowed
to vary. Find the locus of the centroid G of a triangle ABC.

The pupil drew a figure on the house yard, thinking for a while and
commented as follows:

- Pupil: Did you intentionally give a wrong problem?
- Inspector: Yes, how did you know?
- Pupil: In the problem a vertex A varies, but we have to know how it

varies to arrive at the answer.

- Inspector: How do you think would A vary?
- Pupil: If A is on the line parallel to the base BC, then the locus is

obviously another line parallel to BC and away from BC the one-third of
the distance of the line of A to BC, because ...

- Inspector: Good! But if A varies on a circle centered at the midpoint
I of BC and of a given radius, then what will be the locus of G?

- Pupil: Oh, then the locus of G is a circle concentric to the given one,
and of the radius of one-third of this given circle.

That pupil of grade 2 was Pham Ngoc Anh. The Ministry of Education
trained him in an independent way, allowed him to “skip” some grades, and
sent him to a university overseas. He was the youngest student who entered
to university and also was the youngest PhD in mathematics of Vietnam.
Dr. Pham Ngoc Anh is now working for the Institute of Mathematics,
Hungarian Academy of Sciences.

Case 2.

Some years ago in Hanoi there was a rumor about a five-year-old boy,
who could solve high school mathematical problems. One day the Vietnam
TV representative sent a correspondent to the first-named author of this
book and invited him to be one of the juries for a direct interview of that
boy at the TV broadcasting studio.

Below is an extract of that interview. The first-named author of this
book, the MOE’s inspector, gave him ten short mathematical questions.
Note that the boy, at that time did not know how to read.

- Inspector: Of how many seconds does consist one day of 24 hours?
- Pupil: (computing in his head) 86, 400 seconds.
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(In fact he did a multiplication 3, 600× 24).

- Inspector: In a championship there are 20 football teams, each of which
has to play 19 matches with other 19 teams. How many matches are there
in total?

- Pupil: (thinking and computing in his head) 190.
(In fact he did the following computation 19 + 18 + · · ·+ 2 + 1 = (19 +

1) + (18 + 2) + · · · + (11 + 9) + 10 = 190).

However, for the following question: “One snail is at the bottom of the
water-well in 10m depth. During the day time snail climbed up 3m, but by
night snail climbed down 2m. After how many days did the snail go over
the water-well?” The boy said that the answer was 10 days, as each day
the snail could climbed up 3m− 2m = 1m.

In fact the boy was incorrect, as it required only 7 days (!). Anyway, he
had strong capabilities and very good memory. However, as he could not
read, his mathematical reasoning was essentially limited.

1.2 High Schools for the Gifted in Maths

1. The Ministry of Education has strong emphasis on the discovery and
developmental activities for mathematically gifted students. So besides
organizing annually national Olympiad for school students to select talents,
the Ministry decided to establish classes for gifted students in mathematics,
starting from Hanoi, in two universities (nowadays, VNU-Hanoi and Hanoi
University of Education), and after that extending to other cities.

These classes for gifted students in mathematics allow us to identify
quickly and develop centrally good students in maths nation-wide. In the
provinces, these classes are formed by the local Department of Education
and usually assigned to some top local schools to manage it, while classes
from universities are enrolled and developed by universities themselves.

2. There are some experiences about these classes for the gifted in mathe-
matics.

a) The number of students selected depends on the qualification of avail-
able gifted students, and it emphasizes on the quality of maths teachers who
satisfy two conditions:

- having good capability in maths,
- having rich experience in teaching.

b) Always care about students’ ethics, because gifted students tend to
be too proud; students should be encouraged to be humble always. There
is a Vietnamese saying: “Be humble to go further”.
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c) To follow strictly the policy: “Develop maths talents on the basis of
total education”. Avoiding the situation that maths gifted students only
study maths, ignoring other subjects. Always remember total education
“knowledge, ethic, health and beauty”.

d) To transfer the spirit to students: “Daring but careful, confident but
humble, aggressive but truthful”.

e) So as not to miss talents, it is necessary to select every year during
the training period by organizing a supplementary contest to add new good
students, and at the same time to pass those unqualified to normal classes.
Also to give prizes to students with good achievements in study and ethic
development is a good way to encourage students.

g) Teaching maths must light up the fire in the students’ mind. We
must know how to teach wisely and help students to study intelligently.

For example, in teaching surds equations, when we have to deal with
the equation

1 − ax

1 + ax

√
1 + bx

1 − bx
= 1

that leads to
(1 − ax)2

(1 + ax)2
=

1 − bx

1 + bx
,

one should pay attention to the fact that if we do a cross-multiplication
and expand the obtained expression, then we could have very complicated
computations. Instead, it would be better to use the property of ratios

a

b
=

c

d
=⇒ a + b

a − b
=

c + d

c − d

to get much a simpler equation

−4ax

2(1 + a2 − x2)
=

−2bx

2
.

The last equation is quite easy to solve.

Another example, for a trigonometric problem, is to prove the following
relation in a triangle

sin2 A + sin2 B + sin2 C = 2(cosA cosB cosC + 1). (2)

We can pose a question to the students whether there is a similar relation,
like

cos2 A + cos2 B + cos2 C = 2(sinA sin B sin C + 1). (3)
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From this we can show students that since (2)+(3) = 2(cosA cosB cosC+
sin A sin B sinC) = −1, it is impossible if a triangle ABC is acute.

After that we can ask students if such a relation does exist in the case
of obtuse triangle, etc.

It would be nice if we could give students some so-called “generalized”
exercises with several questions to encourage students to think deeper. For
example, when teaching tetrahedra, we can pose the following problem.

Given a tetrahedron ABCD whose trihedral angle at the vertex A is a
right angle.

1. Prove that if AH ⊥ (BCD), then H is the orthocenter of triangle
BCD.

2. Prove that if H is the orthocenter of triangle BCD, then AH ⊥
(BCD).

3. Prove that if AH ⊥ (BCD), then 1
AH2 = 1

AB2 + 1
AC2 + 1

AD2 .

4. Let α, β, γ be angles between AH and AB, AC, AD, respectively.
Prove that cos2 α + cos2 β + cos2 γ = 1. How does this relation vary
when H is an arbitrary point in the triangle BCD?

5. Let x, y, z be dihedral angles of sides CD, DB, DC respectively. Prove
that cos2 x + cos2 y + cos2 z = 1.

6. Prove that SABC

SBCD
= S2

ABC

S2
BCD

.

7. Prove that S2
BCD = S2

ABC + S2
ACD + S2

ADB.

8. Prove that for a triangle BCD there hold a2 tan B = b2 tanC =
c2 tanD, with AD = a, AB = b, AC = c.

9. Prove that BCD is an acute triangle.

10. Take points B′, C′, D′ on AB, AC, AD respectively so that AB·AB′ =
AC · AC′ = AD · AD′. Let G, H and G′, H ′ be the centroid and
orthocenter of triangles BCD and B′C′D′ respectively. Prove that
the three points A, G, H ′ and the three points A, G′, H are collinear.

11. Find the maximum value of the expression

cos2 α + cos2 β + cos2 γ − 2 cos2 α cos2 β cos2 γ.

Another example: For what p do the two quadratic equations x2 − px +
1 = 0 and x2 − x + p = 0 have the same (real) roots? At the first glance,
p = 1 is an answer. But for p = 1 the equation x2 − x+ 1 = 0 has no (real)
roots.
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1.3 Participating in IMO

1. In the beginning of 1974, while the Vietnam War was still being fought
fiercely in the South, the Democratic Republic of Germany invited Vietnam
to participate in the 16th International Mathematical Olympiad (IMO).
It was the first time our country sent an IMO team of gifted students in
mathematics led by the first-named author of this book, Inspector for Maths
of the Ministry of Education.

Two days before departure, on the night of June 20, 1974, the team
was granted a meeting with Prime Minister Pham Van Dong at the Pres-
idential Palace. The meeting made a very deep impression. The Prime
Minister encouraged the students to be “self-confident” and calm. Students
promised to do their best for the first challenging trial. The first Vietnamese
team comprised five students selected from a contest for gifted students of
provinces from the Northern Vietnam and two university-attached classes.

In the afternoon of July 15, 1974 in the Grand House of Berlin at Alexan-
der Square, the Vietnamese team attained the first “glorious feat of arms”:
1 gold, 1 silver and 2 bronze medals, and the last student was only short of
one point from obtaining the bronze medal.

“The Weekly Post” of Germany, issued on August 28, 1974 wrote:
“People with the loudest applause welcomed a Vietnamese team of five

students, participating in the competition for the first time, already win-
ning four medals: one gold, one silver and two bronze. How do you explain
this phenomena that high school students of a country experiencing a dev-
astating war, could have such good mathematical knowledge?”.

Many German and foreign journalists in Berlin asked us three questions:

a) Is it true that the U.S. was said to have bombed Vietnam back to the
stone age?

- Yes, it is. But we are not afraid of this.

b) Why could your students study under such adverse circumstances?
- During the bombing, our students went down into the tunnel. After

the bombing, they climbed out to continue their class. The paper is the
ground and the pen is a bamboo stick. So you can write as much as you
like.

c) Why do Vietnamese students study so well?
- Mathematics does not need a lab, just a clever mind. Vietnamese

students are intelligent and that’s why they study well.

It is impossible to imagine, from a country devastated by the Amer-
ican B-52 flying stratofortress airplanes, from the evacuated schools, the
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bombing and the fierce battles, the flickering light of the oil lamps in the
night, lacking in everything, how the first IMO student team can be the
first, second and third in the world.

Due to the struggle in the country, Vietnamese students must leave the
nice schools in the capital and other urban areas and evacuate to remote
rural areas, to study in temporary bamboo classrooms, weathered by wind
and rain, surrounded by interlaced communication trenches, and by a series
of A-shaped bamboo tunnels. Without tables and chairs, many students
have to sit on the brick ground.

Each student from kindergarten through university must wear a hat
made from the rice-straw to avoid ordnance.

The tunnels are usually dug through the classrooms, under the bamboo
tables. When the alarm sounded, students would evacuate into the tun-
nels to stay in the dungeons underneath the backyards. They heard the
airplane roar and whiz, they saw bombshells falling continuously from the
sky. During the war, many children who like mathematics, solved mathe-
matical problems on sedge-mats laid on the ground in the tunnels. Lack of
papers, pictures were drawn on the ground. Lack of pens, bamboo sticks
were used to write on the ground, because they do not need a laboratory,
students can learn anywhere, anytime.

During the years of the war, Vietnamese education continues to enhance
discovery and foster gifted students in mathematics, although these stu-
dents have no contact nor the knowledge of the achievements of the world’s
mathematics. Every year, the competition in mathematics for Secondary
and High Schools were organized regularly. There were competitions and
grading sessions held in the midst of aggressive battles.

Vietnamese students have a good model in studying mathematics. They
share a common feature: dissatisfied with a quick solution, but keen in
finding alternative solutions, or to suggest new problems from a given one.

Material hardship and the threat of American ordnance could not kill
the dreams of young Vietnamese students.

2. Since the first participation in IMO 1974, Vietnam has participated in
33 other International Mathematical Olympiads and Vietnamese students
have obtained, besides gold, silver and bronze medals, three other prizes:
the unique special prize at IMO 1979 in Great Britain, a prize for the
youngest student and the unique team prize at IMO 1978 in Romania.

It is worth mentioning that the 48-th IMO, which for the first time,
was organized by Vietnam in 2007, where the Vietnamese team obtained 3
gold and 3 silver medals. In that Olympiad, Vietnam “mobilized” over 30
former winners of the IMO and VMO working abroad, together with over
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30 mathematicians from the Institute of Mathematics and other universi-
ties of Vietnam in a coordinated effort as jury to mark the competition
papers. This effort of the Local Vietnamese Organizing Committee was
highly appreciated by other countries.

Finally, we would like to recall Uncle Ho’s saying in his letter of October
15, 1968 to all educators: “Despite difficulties, we still have to try our best
to teach well and study well. On the basis of using education to improve
cultural and professional life, aimed at solving practical problems of our
country, and in future, to record the significant achievements of science
and technology”.

Photo 1.1:

The first-named author (left) and Prof. Ling San in Singapore, 2008
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Photo 1.2:

The second-named author (right)
coordinating papers at the 48-th IMO in Vietnam, 2007



Chapter 2

Basic Notions and Facts

In this chapter the most basic notions and facts in Algebra, Analysis, Num-
ber Theory, Combinatorics, Plane and Solid Geometry (from High School
Program in Mathematics) are presented.

2.1 Algebra

2.1.1 Important inequalities

1) Mean quantities
Four types of mean are often used:

• The arithmetic mean of n numbers a1, a2, . . . , an,

A(a) =
a1 + a2 + · · · + an

n
.

• The geometric mean of n nonnegative real numbers,

G(a) = n
√

a1a2 · · · an.

• The harmonic mean of n positive real numbers,

H(a) =
1

1
a1

+ 1
a2

+ · · · + 1
an

.

17
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• The square mean of n real numbers,

S(a) =

√
a2
1 + a2

2 + · · · + a2
n

n
.

We have the following relationships:

S(a) ≥ A(a) for real numbers a1, a2, . . . , an, and
G(a) ≥ H(a) for positive real numbers a1, a2, . . . , an.

For each of these, the equality occurs if and only if a1 = · · · = an.

2) Arithmetic-Geometric Mean (or Cauchy) inequality
For nonnegative real numbers a1, a2, . . . , an

A(a) ≥ G(a).

The equality occurs if and only if all ai’s are equal.

From this it follows that
(i) Positive real numbers with a constant sum have their product max-

imum if and only if they all are equal.
(ii) Positive real numbers with a constant product have their sum min-

imum if and only if they all are equal.

3) Cauchy-Schwarz inequality
For any real numbers a1, a2, . . . , an, b1, b2, . . . , bn, there always holds

(a1b1 + a2b2 + · · · + anbn)2 ≤ (a2
1 + a2

2 + · · · + a2
n)(b2

1 + b2
2 + · · · + b2

n).

The equality occurs if and only if either a1 = kb1, a2 = kb2, . . . , an = kbn

or b1 = ka1, b2 = ka2, . . . , bn = kan for some real number k.

4) Bernoulli inequality
For any a > −1 and positive integer n we have

(1 + a)n ≥ 1 + na.

The equality occurs if and only if either a = 0 or n = 1.

5) Hölder inequality
For any real numbers a1, a2, . . . , an, b1, b2, . . . , bn and any positive real

numbers p, q with
1
p

+
1
q

= 1 there holds
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|a1b1 + a2b2 + · · · + anbn| ≤

(|a1|p + |a2|p + · · · + |an|p)1/p · (|b1|q + |b2|q + · · · + |bn|q)1/q
.

The equality occurs if and only if either a1 = kb1, a2 = kb2, . . . , an = kbn

or b1 = ka1, b2 = ka2, . . . , bn = kan for some real number k.
The Cauchy-Schwarz inequality is a special case of this inequality when

p = q = 2.

2.1.2 Polynomials

1) Definition
A polynomial of degree n is a function of the form

P (x) = anxn + an−1x
n−1 + · · · + a1x + a0,

where n is a nonnegative integer and an �= 0.
The numbers a0, a1, . . . , an are called the coefficients of the polynomial.

The number a0 is the constant coefficient or constant term. The number
an, the coefficient of the highest power, is the leading coefficient, and the
term anxn is the leading term.

2) Properties

• The sum of polynomials is a polynomial.

• The product of polynomials is a polynomial.

• The derivative of a polynomial is a polynomial.

• Any primitive or antiderivative of a polynomial is a polynomial.

A number c is called a root of multiplicity k of P (x) if there is a poly-
nomial Q(x) such that Q(c) �= 0 and P (x) = (x − c)kQ(x). If k = 1, then
c is called a simple root of P (x).

3) Polynomials with integer coefficients
Suppose P (x) = anxn +an−1x

n−1 + · · ·+a1x+a0 (an �= 0) is a polyno-
mial with integer coefficients, and x = p

q is a rational root of P (x). Then p
divides a0 and q divides an.

From this it follows that if an = 1, then any rational root of P (x) must
be an integer (and is a divisor of a0).
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2.2 Analysis

2.2.1 Convex and concave functions

1) Definition
A real function defined on (a, b) is said to be convex if

f

(
x + y

2

)
≤ f(x) + f(y)

2
, ∀x, y ∈ (a, b).

If the opposite inequality holds, then f is called concave.

2) Properties
If f(x) and g(x) are convex functions on (a, b), then so are h(x) =

f(x) + g(x) and M(x) = max{f(x), g(x)}.
If f(x) and g(x) are convex functions on (a, b) and if g(x) is nondecreas-

ing on (a, b), then h(x) = g
(
f(x)

)
is convex on (a, b).

3) Jensen inequality
If a function f(x) is convex on (a, b) and λ1, . . . , λn are nonnegative real

numbers with λ1 + · · · + λn = 1, then

f(λ1x1 + · · · + λnxn) ≤ λ1f(x1) + · · · + λnf(xn),

for all xi’s in (a, b).
If f(x) is concave, the inequality is reversed.

2.2.2 Weierstrass theorem

1) Monotone sequences
A sequence is said to be monotonic if it is one of the following: non-

increasing, nondecreasing.
A sequence (xn) is said to be bounded if there are real numbers m, M

such that m ≤ xn ≤ M for all n.

2) Necessary condition for convergence
If a sequence converges, then it is bounded.

3) Weierstrass theorem
A bounded monotonic sequence always converges.
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2.2.3 Functional equations

Given two functions f(x), g(x) such that the domain of definition of f
contains the range of g. The composition of f and g is defined by

(f ◦ g)(x) := f
(
g(x)

)
.

If f = g we write f2 instead of f ◦ f .
The composition of functions has an associative property.
Also

fn(x) := (f ◦ f ◦ · · · ◦ f)︸ ︷︷ ︸
n times

(x) = f(f(. . . f︸ ︷︷ ︸
n times

(x))), n ≥ 1.

Solving a functional equation means to find an unknown function in the
equation.

2.3 Number Theory

2.3.1 Prime Numbers

1) Some divisibility rules
A number is divisible by
• 2 if and only if its last digit is even,
• 3 if and only if the sum of its digits is divisible by 3,
• 4 if and only if its two last digits form a number divisible by 4,
• 5 if and only if its last digit is either 0 or 5,
• 6 if and only if it is divisible by both 2 and 3,
• 7 if and only if taking the last digit, doubling it, and subtracting the

result from the rest of the number gives the answer which is divisible by 7
(including 0),

• 8 if and only if its three last digits form a number divisible by 8,
• 9 if and only if its sum of the digits is divisible by 9,
• 10 if and only if it ends with 0,
• 11 if and only if alternately adding and subtracting the digits from

left to right, the result (including 0) is divisible by 11,
• 12 if and only if it is divisible by both 3 and 4,
• 13 if and only if deleting the last digit from the number, then subtract-

ing 9 times the deleted digit from the remaining number gives the answer
which is is divisible by 13.
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2) Prime numbers
• If p > 1 is not divisible by any prime number whose square is less

than p, then p is a prime number.
• There are infinitely many prime numbers.
• Every positive integer greater than one has a unique prime factoriza-

tion. The standard form of this decomposition is as follows:

n = pα1
1 .pα2

2 . . . pαk

k ,

where p1 < p2 < · · · < pk are prime numbers and α1, α2, . . . , αk are positive
integers (not necessarily distinct).

3) The greatest common divisor (g.c.d) and least common multi-
ple (l.c.m.)

• The greatest common divisor of two integers a and b is written as
gcd(a, b), or simply as (a, b). A number d is a common divisor of a and b if
and only if it is a divisor of (a, b).

• Two numbers a and b are called co-prime or relatively prime if (a, b) =
1.

• The least common multiple, or lowest common multiple, or smallest
common multiple of two integers a and b is written as [a, b]. A number m
is a common multiple of a and b if and only if it is a multiple of [a, b].

• For any two positive integers a and b there always holds: (a, b)·[a, b] =
ab.

• If n is divisible by both a and b, with (a, b) = 1, then n is divisible by
ab.

4) Euclidean algorithm
It is possible to find the greatest common divisor of two numbers, with-

out decomposition into prime factors. This is the Euclidean algorithm, also
called Euclid’s algorithm, the key property of which is the following result:
“If r is the remainder in the division of a by b, that is, a = bq + r, then
(a, b) = (b, r)”. The algorithm can be described as follows:

a = bq1 + r1 =⇒ b = r1q2 + r2 =⇒ · · · .

As a result we obtain a decreasing sequence of positive numbers

a > b > r1 > r2 > · · · .

Since there are finitely many positive integers less than a, the last nonzero
rk is (a, b).
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2.3.2 Modulo operation

1) Definition
Given a positive integer m. If two integers a and b have the same

remainder when divided by m (that is, a− b is divisible by m), then we say
that a and b are congruent modulo m, and write a ≡ b (mod m).

2) Properties

1. • a ≡ a (mod m)

• a ≡ b (mod m) ⇒ b ≡ a (mod m)

• a ≡ b (mod m), b ≡ c (mod m) ⇒ a ≡ c (mod m).

2. • a ≡ b (mod m), c ≡ d (mod m) ⇒ a ± c ≡ b ± d (mod m)

• a ≡ b (mod m), c ≡ d (mod m) ⇒ ac ≡ bd (mod m).

3. • a ≡ b (mod m) ⇒ a ± c ≡ b ± c (mod m)

• a + c ≡ b (mod m) ⇒ a ≡ b − c (mod m)

• a ≡ b (mod m) ⇒ ac ≡ bc (mod m)

• a ≡ b (mod m) ⇒ an ≡ bn (mod m).

3) Chinese Remainder Theorem
Let m1, . . . , mk be positive pairwise co-prime integers, a1, . . . , ak inte-

gers, such that (a1, m1) = · · · = (ak, mk) = 1. For any integers c1, . . . , ck,
the system 

a1x ≡ c1 (mod m1)
· · · · · ·
akx ≡ ck (mod mk)

has a unique solution modulo m1 . . .mk.

2.3.3 Fermat and Euler theorems

1) Fermat (Little) Theorem
If p is a prime number, then np ≡ n (mod p), that is, np −n is divisible

by p, for all integers n ≥ 1. In particular, if (p, n) = 1 then np−1 − 1 is
divisible by p.
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2) Euler Theorem
Denote by ϕ(m) the number of positive integers less than m and co-

prime with m. If n = pα1
1 .pα2

2 . . . pαk

k is a factorization of n into primes,
then

ϕ(m) = m

(
1 − 1

p1

)(
1 − 1

p2

)
· · ·

(
1 − 1

pk

)
.

There always holds: nϕ(m) ≡ 1 (mod m), for all n with (m, n) = 1.
The Fermat Theorem is a special case of Euler Theorem when m is a

prime number.

2.3.4 Numeral systems

1) Definition
This is a system for representing numbers of a given set in a consistent

manner. For example, 10 is the binary numeral of two, the decimal numeral
of ten, or other numbers in different bases.

2) Decimal system
Use digits 0, 1, . . . , 9 to represent numbers. So 123 = 1 · 102 + 2 · 10 + 3.

3) Other numeral systems
For a positive integer g > 1 any positive integer n can be represented

uniquely in a base g as follows:

n = akak−1 . . . a1a0g = ak · gk + ak−1 · gk−1 + · · · + a1 · g + a0,

where 0 < ak < g, 0 ≤ ak−1, . . . , a0 < g are integers.

2.4 Combinatorics

2.4.1 Counting

1) Permutations
A permutation of n elements is a linear arrangement of these elements

in some order. The number of all distinct permutations of n elements is

Pn = n! := 1 · 2 · · · · · n.

Here as a convention, 0! := 1.
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2) Arrangements
An arrangement of n elements taken k at a time is an ordered arrange-

ment of k elements from n given ones. The number of arrangements of n
taken k is

Ak
n =

n!
(n − k)!

= n(n − 1) · · · (n − k + 1), 0 ≤ k ≤ n.

3) Combinations
A combination of n elements taken k at a time is an arrangement of k

elements from n given ones. The numbers of combinations of n taken k is

Ck
n :=

(
n

k

)
=

n!
k!(n − k)!

, 0 ≤ k ≤ n.

The following hold:

• (
n
k

)
=

(
n

n−k

)
.

• (
n
k

)
+

(
n

k+1

)
=

(
n+1
k+1

)
.

2.4.2 Newton binomial formula

For a, b ∈ R and n ∈ N we have

(a+b)n =

(
n

0

)
an+

(
n

1

)
an−1b+· · ·+

(
n

k

)
an−kbk+· · ·+

(
n

n − 1

)
abn−1+

(
n

n

)
bn.

2.4.3 Dirichlet (or Pigeonhole) principle

1) Principle
It is impossible to have 7 pigeons in 3 holes so that in each hole there

are at most 2 pigeons.

2) Some applications
• From any n + 1 positive integers we can choose two so that their

difference is divisible by n.
• If vertices of a triangle are in a rectangle (including the case they are

on its sides), then the triangle’s area is at most half of the rectangle’s area.
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2.4.4 Graph

1) Definitions
A graph is a set of a finite number of points called vertices and links

connecting some pairs of vertices called edges.
Vertices of a graph is usually denoted by A1, . . . , An, while its edges

denoted by u1, . . . , um; each edge u connecting two vertices Ai and Aj is
denoted by u = AiAj .

A edge u = AiAj is called a circuit if Ai ≡ Aj . Two or more edges
connecting the same pair of vertices are called multiple edges. A single
graph is a graph having neither circuits nor multiple edges.

The degree of a vertex A is the number of edges connecting to A and
denoted by d(A).

A sequence of vertices A1, . . . , An of a single graph is called a path if:

1. AiAi+1 (1 ≤ i ≤ n − 1) are edges of the graph, and

2. Ai �= Aj if i �= j.

The length of a path is the number of edges through which it passes:
A1, A2, . . . , An has length n − 1. In particular, if AnA1 is an edge of the
graph, then we have a cycle.

A graph is said to be connected, if there is a path between any two
vertices.

Each non-connected graph is divided into connected subgraphs called
connected component with property that no vertex is connected with any
vertex of other subgraphs.

2) Some problems
1) There are n ≥ 2 people in a party. Prove that the number of partic-

ipants knowing odd numbers of participants is even.
If we consider each participant as a vertex of a graph and two familiar

people are “connected” by an edge, we can represent the given problem as
the follows: “for a single graph of n ≥ 2 vertices the number of vertices
with odd degree is even”.

2) There are 2n students joining a tour. Each student has the addresses
of at least n other students, and we assume that if A has the address of B
then B also has the address of A. Prove that all students can inform each
other.

We have the following problem: A single graph with 2n vertices, each
of degree ≥ n, is a connected graph.
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2.5 Geometry

2.5.1 Trigonometric relationship in a triangle and a
circle

1) Right triangle
Let ABC be a right triangle with ∠A = 90◦, h be the length of the

altitude from A, and b′, c′ be the lengths of the perpendicular projections
of AB, AC to the hypothenuse BC.

1. The Pythagorean Theorem: a2 = b2 + c2.

2. b2 = ab′, c2 = ac′, bc = ah.

3. h2 = b′c′.

4.
1
h2

=
1
b2

+
1
c2

.

2) Sine, cosine, tangent and cotangent laws

1. The law of sines:

a

sin A
=

b

sinB
=

c

sin C
(= 2R),

where R is a radius of the circum-circle of the triangle.

2. The law of cosines: 
a2 = b2 + c2 − 2bc cosA

b2 = c2 + ac − 2ca cosB

c2 = a2 + b2 − 2ab cosC.

3. The law of tangents:
a − b

a + b
=

tan A−B
2

tan A+B
2

.

4. The law of cotangents:

cotA =
b2 + c2 − a2

4S
,

where S is the area of the triangle.
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3) Formulas of triangle area
Let ABC be a triangle, S the area, R, r radii of the circum-circle, the

in-circle respectively, and p the semi-perimeter.

1. S =
1
2
aha =

1
2
bhb =

1
2
chc, where ha, hb, hc are the altitudes of the

triangle drawn from the vertices A, B, C respectively.

2. S =
1
2
bc sin A =

1
2
ca sinB =

1
2
ab sinC.

3. S =
abc

4R
.

4. S = pr.

5. The Heron’s formula: S =
√

p(p − a)(p − b)(p − c).

4) The power
The power of a point M with respect to a circle centered at O of radius

R is defined as
PM = OM2 − R2.

This is positive, negative or zero if M is outside, inside or on the circle,
respectively.

For any line passing through M that intersects a circle at A, B (including
A = B, when the line is a tangent) there holds:

PM =
−−→
MA · −−→MB.

2.5.2 Trigonometric formulas

1) Addition
sin(a ± b) = sin a cos b ± cos a sin b

cos(a ± b) = cos a cos b ∓ sina sin b

tan(a ± b) =
tan a ± tan b

1 ∓ tana tan b
.

2) Double, triple angles

sin 2a = 2 sina cos a, sin 3a = 3 sina − 4 sin3 a

cos 2a = cos2 a − sin2 a = 2 cos2 a − 1 = 1 − 2 sin2 a,

cos 3a = 4 cos3 a − 3 cos a

tan 2a =
2 tan a

1 − tan2 a
, tan 3a =

3 tana − tan3 a

1 − 3 tan2 a
.
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3) Sum-to-product, Product-to-sum
1)

sina cos b =
1
2
[sin(a + b) + sin(a − b)]

cos a cos b =
1
2
[cos(a + b) + cos(a − b)]

sin a sin b =
1
2
[cos(a − b) − cos(a + b)].

2)

sina + sin b = 2 sin
a + b

2
cos

a − b

2

sina − sin b = 2 cos
a + b

2
sin

a − b

2

cos a + cos b = 2 cos
a + b

2
cos

a − b

2

cos a − cos b = −2 sin
a + b

2
sin

a − b

2
.

4) Rationalization
If t = tan a

2 , then

sin a =
2t

1 + t2
, cos a =

1 − t2

1 + t2
, tan a =

2t

1 − t2
(t �= ±1).

2.5.3 Some important theorems

1) Thales’ theorem
If two lines AA′ and BB′ intersect at a point O (O �= A′, B′), then

AB//A′B′ if and only if
−→
OA
−−→
OA′

=
−−→
OB
−−→
OB′

.

(Here
−→a
−→
b

denotes the ratio of two nonzero collinear vectors).

2) Menelaus’ theorem
Let ABC be a triangle and M, N, P be points on lines BC, CA, AB

respectively, distinct from A, B, C. Then points M, N, P are collinear if
and only if −−→

MB
−−→
MC

·
−−→
NC
−−→
NA

·
−→
PA
−−→
PB

= 1.
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3) Ceva’s theorem
Let ABC be a triangle and M, N, P be points on lines BC, CA, AB

respectively, distinct from A, B, C. Then lines AM, BN, CP are congruent
if and only if −−→

MB
−−→
MC

·
−−→
NC
−−→
NA

·
−→
PA
−−→
PB

= −1.

4) Euler formula
Let (O, R) and (I, r) be circum-circle and in-circle of a triangle ABC

respectively. Then

d2 = R2 − 2Rr, where d = OI.

Consequently, there always holds R ≥ 2r.

2.5.4 Dihedral and trihedral angles

Two half-planes (A) and (B) passing through the same straight line PQ
form a dihedral angle. The straight line is called an edge of a dihedral angle,
the half-planes its faces. The third plane (C) perpendicular to the edge
PQ forms, in its intersection with the half-planes (A) and (B), the linear
angle θ ∈ (0◦, 180◦) of a dihedral angle. This linear angle is a measure of
its dihedral angle.

The angle between two (distinct non-parallel) planes is the smallest
linear angle ϕ among four dihedral angles formed by these planes and so
0◦ < ϕ < 90◦.

If we draw through the point O a set of planes (AOB), (BOC), (COD)
etc., which are consequently intersected one with another along the straight
lines OB, OC, OD etc. (the last of them (ZOA) intersects the first
(AOB) along the straight line OA), then we receive a figure, called a
polyhedral angle. The point O is called a vertex of a polyhedral angle.
Planes, forming the polyhedral angle (AOB, BOC, COD, . . . , ZOA), are
called its faces ; straight lines, along which the consequent faces inter-
sect (OA, OB, OC, . . . , OZ) are called edges of a polyhedral angle. Angles
ÂOB, B̂OC, ĈOD, . . . , ÊOA are called its plane angles.

The minimal number of faces of a polyhedral angle is 3, this is the
trihedral angle.

The sum of any two face angles of a trihedral angle is greater than the
third face angle.
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2.5.5 Tetrahedra

A polyhedron is said to be regular if all its faces are congruent regular poly-
gons and the same number of faces join in each its vertex. It is known only
five convex regular polyhedrons and four non-convex regular polyhedrons.
The regular convex polyhedrons are the following: a tetrahedron (4 faces),
a hexahedron (6 faces) well known to us as a cube; an octahedron (8 faces);
a dodecahedron (12 faces); an icosahedron (20 faces).

It is possible to inscribe a sphere into any regular polyhedron and to
circumscribe a sphere around any regular polyhedron.

2.5.6 Prism, parallelepiped, pyramid

A prism can be triangular, quadrangular, pentagonal, hexagonal and so on,
depending on the form of the polygon in its base. If lateral edges of a prism
are perpendicular to a base plane, this prism is a right prism; otherwise
it is an oblique prism. If a base of a right prism is a regular polygon, this
prism is also called a regular one.

A parallelepiped is said to be right, if the four lateral faces of the paral-
lelepiped are rectangles. A right parallelepiped is called right-angled, if all
its six faces are rectangles.

A pyramid can be triangular, quadrangular, pentagonal, hexagonal and
so on, depending on the form of the polygon in its base. A triangular pyra-
mid is a tetrahedron, a quadrangular one is a pentahedron etc. A pyramid
is called regular if its base is a regular polygon and the orthogonal pro-
jection of its vertex on the base coincides with the center of the base. All
lateral edges of a regular pyramid are equal; all lateral faces are equal
isosceles triangles. A height of lateral face is called an apothem of a regular
pyramid.

If one draws two planes which are parallel to the base of the pyramid,
then the body of the pyramid, concluded between these planes, is called a
truncated pyramid. A truncated pyramid is called regular if the pyramid
from which it was received is regular. All lateral faces of a regular truncated
pyramid are equal isosceles trapezoids. The height of a lateral face is called
an apothem of a regular truncated pyramid.

2.5.7 Cones

Conic surface is formed by the motion of a straight line, that passes through
a fixed point, which is called a vertex, and intersects with the given line,
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which is called a directrix. Straight lines, corresponding to different posi-
tions of the straight line at its motion, are called generatrices of a conic
surface.

A cone is a body, limited by one part of a conic surface (with a closed
directrix) and a plane, intersecting it and which does not go through a
vertex. A part of this plane, placed inside of the conic surface, is called a
base of cone. The perpendicular, drawn from a vertex to a base, is called a
height of cone. A cone is circular, if its base is a circle. The straight line,
joining a cone vertex with a center of a base, is called an axis of a cone. If
a height of circular cone coincides with its axis, then this cone is called a
round cone.

Conic sections. The sections of circular cone, parallel to its base,
are circles. The section, crossing only one part of a circular cone and not
parallel to single its generatrix, is an ellipse. The section, crossing only one
part of a circular cone and parallel to one of its generatrices, is a parabola.
In a general case the section, crossing both parts of a circular cone, is a
hyperbola, consisting of two branches. Particularly, if this section is going
through the cone axis, then we receive a pair of intersecting straight lines.
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Problems

3.1 Algebra

3.1.1 (1962)

Prove that
1

1
a + 1

b

+
1

1
c + 1

d

≤ 1
1

a+c + 1
b+d

,

for all positive real numbers a, b, c, d.

3.1.2 (1964)

Given an arbitrary angle α, compute

cosα + cos
(

α +
2π

3

)
+ cos

(
α +

4π

3

)
and

sin α + sin
(

α +
2π

3

)
+ sin

(
α +

4π

3

)
.

Generalize this result and justify your answer.

3.1.3 (1966)

Let x, y and z be nonnegative real numbers satisfying the following condi-
tions:

(1) x + cy ≤ 36,

33
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(2) 2x + 3z ≤ 72,

where c is a given positive number.
Prove that if c ≥ 3 then the maximum of the sum x + y + z is 36, while if

c < 3, the maximum of the sum is 24 +
36
c

.

3.1.4 (1968)

Let a and b satisfy a ≥ b > 0, a + b = 1.

1) Prover that if m and n are positive integers with m < n, then am −
an ≥ bm − bn > 0.

2) For each positive integer n, consider a quadratic function

fn(x) = x2 − bnx − an.

Show that f(x) has two roots that are in between −1 and 1.

3.1.5 (1969)

Consider x1 > 0, y1 > 0, x2 < 0, y2 > 0, x3 < 0, y3 < 0, x4 > 0, y4 < 0.
Suppose that for each i = 1, . . . , 4 we have (xi − a)2 +(yi − b)2 ≤ c2. Prove
that a2 + b2 < c2.

Restate this fact in the form of geometric result in plane geometry.

3.1.6 (1970)

Prove that for an arbitrary triangle ABC

sin
A

2
sin

B

2
sin

C

2
<

1
4
.

3.1.7 (1972)

Let α be an arbitrary angle and let x = cosα, y = cosnα (n ∈ Z).
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1) Prove that to each value x ∈ [−1, 1] corresponds one and only one
value of y. Thus we can write y as a function of x, y = Tn(x).
Compute T1(x), T2(x) and prove that

Tn+1(x) = 2xTn(x) − Tn−1(x).

From this it follows that Tn(x) is a polynomial of degree n.

2) Prove that the polynomial Tn(x) has n distinct roots in [−1, 1].

3.1.8 (1975)

Without solving the cubic equation x3−x+1 = 0, compute the sum of the
eighth powers of all roots of the equation.

3.1.9 (1975)

Find all real x which satisfy

x3 + m3

(x + m)3
+

x3 + n3

(x + n)3
+

x3 + p3

(x + p)3
+

3
2

(x − m)(x − n)(x − p)
(x + m)(x + n)(x + p)

=
3
2
.

3.1.10 (1976)

Find all integer solutions of the system{
xx+y = y12,

yy+x = x3.

3.1.11 (1976)

Let k and n be positive integers and x1, . . . , xk positive real numbers sat-
isfying x1 + · · · + xk = 1. Prove that

x−n
1 + · · · + x−n

k ≥ kn+1.
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3.1.12 (1977)

Solve the inequality √
x − 1

x
−

√
1 − 1

x
>

x − 1
x

.

3.1.13 (1977)

Consider real numbers a0, a1, . . . , an+1 that satisfy

a0 = an+1 = 0, |ak−1 − 2ak + ak+1| ≤ 1 (k = 1, . . . , n).

Prove that

|ak| ≤ k(n − k + 1)
2

, ∀k = 0, 1, . . . , n + 1.

3.1.14 (1978)

Find all values of m for which the following system has a unique solution:{
x2 = 2|x| + |x| − y − m,

x2 = 1 − y2.

3.1.15 (1978)

Find three irreducible fractions
a

d
,
b

d
and

c

d
, that form an arithmetic pro-

gression, if
b

a
=

1 + a

1 + d
,

c

b
=

1 + b

1 + d
.

3.1.16 (1979)

An equation x3 + ax2 + bx + c = 0 has three (not necessarily distinct) real
roots t, u, v. For what values of a, b, c are the numbers t3, u3, v3 roots of an
equation x3 + a3x2 + b3x + c3 = 0?
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3.1.17 (1979)

Find all values of α for which the equation

x2 − 2x[x] + x − α = 0

has two distinct nonnegative roots (here [x] denotes the greatest integer
less than or equal to a real number x).

3.1.18 (1980)

Denote by m the average of the positive numbers m1, . . . , mk. Prove that(
m1 +

1
m1

)2

+ · · · +
(

mk +
1

mk

)2

≥ k

(
m +

1
m

)2

.

3.1.19 (1980)

Can the equation
z3 − 2z2 − 2z + m = 0

have three distinct rational roots? Justify your answer.

3.1.20 (1980)

Let n > 1 be an integer, p > 0 a real number. Find the maximum value of
n−1∑
i=1

xixi+1,

when the xi’s run over nonnegative values with
n∑

i=1

xi = p.

3.1.21 (1981)

Solve the system 
x2 + y2 + z2 + t2 = 50,

x2 − y2 + z2 − t2 = −24,

xz = yt,

x − y + z + t = 0.
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3.1.22 (1981)

Let t1, . . . , tn be real numbers with 0 < p ≤ tk ≤ q (k = 1, . . . , n). Let

t =
1
n

(t1 + · · · + tn) and T =
1
n

(t21 + · · · + t2n). Prove that

t
2

T
≥ 4pq

(p + q)2
.

When does equality occur?

3.1.23 (1981)

Without using a calculator, compute
1

cos2 10◦
+

1
sin2 20◦

+
1

sin2 40◦
− 1

cos2 45◦
.

3.1.24 (1981)

Let n ≥ 2 be a positive integer. Solve the system

2t1 − t2 = a1,

−t1 + 2t2 − t3 = a2,

−t2 + 2t3 − t4 = a3

. . . . . . . . . . . .

−tn−2 + 2tn−1 − tn = an−1,

−tn−1 + 2tn = an.

3.1.25 (1982)

Find a quadratic equation with integer coefficients whose roots are cos 72◦

and cos 144◦.

3.1.26 (1982)

Let p be a positive integer, q and s real numbers. Suppose that qp+1 ≤ s ≤
1, 0 < q < 1. Prove that

p∏
k=1

∣∣∣∣s − qk

s + qk

∣∣∣∣ ≤ p∏
k=1

∣∣∣∣1 − qk

1 + qk

∣∣∣∣ .
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3.1.27 (1983)

Compare

Sn =
n∑

k=1

k

(2n − 2k + 1)(2n − k + 1)

and

Tn =
n∑

k=1

1
k

.

3.1.28 (1984)

Find the polynomial of the lowest degree with integer coefficients such that
one of its roots is

√
2 + 3

√
3.

3.1.29 (1984)

Solve the equation√
1 +

√
1 − x2

(√
(1 + x)3 −

√
(1 − x)3

)
= 2 +

√
1 − x2.

3.1.30 (1984)

Find all positive values of t satisfying the equation

0.9t =
[t]

t − [t]
,

where [t] denotes the greatest integer less than or equal to t.

3.1.31 (1985)

Find all values of m for which the equation

16x4 − mx3 + (2m + 17)x2 − mx + 16 = 0

has four distinct roots forming a geometric progression.
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3.1.32 (1986)

Consider n inequalities

4x2 − 4aix + (ai − 1)2 ≤ 0,

where ai ∈ [
1
2
, 5] (i = 1, . . . , n). Let xi be an arbitrary solution correspond-

ing to ai. Prove that √√√√ 1
n

n∑
i=1

x2
i ≤ 1

n

n∑
i=1

xi + 1.

3.1.33 (1986)

Find all integers n > 1 so that the inequality

n∑
i=1

x2
i ≥ xn

n−1∑
i=1

xi

is satisfied for all xi (i = 1, . . . , n).

3.1.34 (1987)

Let ai > 0 (i = 1, . . . , n) and n ≥ 2. Put S =
n∑

i=1

ai. Prove that

n∑
i=1

(ai)2
k

(S − ai)2
t−1

≥ S1+2k−2t

(n − 1)2t−1n2k−2t ,

for k, t nonnegative integers and k ≥ t. When does equality occur?

3.1.35 (1988)

Let P (x) = a0x
n+a1x

n−1+· · ·+an−1x+an with n ≥ 3. Suppose that P (x)
has n real roots and a0 = 1, a1 = −n, a2 = n2−n

2 . Determine coefficients ai

for i = 3, . . . , n.
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3.1.36 (1989)

Consider two positive integers N and n. Prove that for all nonnegative
α ≤ N and real x the following inequality holds∣∣∣∣∣

n∑
k=0

sin(α + k)x
N + k

∣∣∣∣∣ ≤ min

{
(n + 1)|x|, 1

N
∣∣sin x

2

∣∣
}

.

3.1.37 (1990 B)

Prove that

3

√
2
1

+ 3

√
3
2

+ · · · + 3

√
996
995

− 1989
2

<
1
3

+
1
6

+ · · · + 1
8961

.

3.1.38 (1991 B)

Suppose that a polynomial P (x) = x10−10x9 +39x8 +a7x
7 + · · ·+a1x+a0

with certain values of a7, . . . , a0 has 10 real roots. Prove that all roots of
P (x) are in between −2.5 and 4.5.

3.1.39 (1992 B)

Given n > 2 real numbers x1, . . . , xn in [−1, 1] with the sum x1 + · · ·+xn =
n − 3, prove that

x2
1 + · · · + x2

n ≤ n − 1.

3.1.40 (1992 B)

Prove that for any positive integer n > 1

n

√
1 +

n
√

n

n
+

n

√
1 −

n
√

n

n
< 2.
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3.1.41 (1992)

Consider a polynomial

P (x) = 1 + x2 + x9 + xn1 + · · · + xns + x1992,

where n1, · · · , ns are positive integers satisfying 9 < n1 < · · · < ns < 1992.

Prove that a root of P (x) (if any) must be at most
1 −

√
5

2
.

3.1.42 (1994 B)

For real numbers x, y, u, v satisfying
2x2 + 3y2 = 10,

3u2 + 8v2 = 6,

4xv + 3yu ≥ 2
√

15,

find the maximum and minimum values of S = x + y + u.

3.1.43 (1994)

Does there exist polynomials P (x), Q(x), T (x) satisfying the following con-
ditions?

(1) All coefficients of the polynomials are positive integers.

(2) T (x) = (x2 − 3x + 3)P (x) =
(

x2

20 − x
15 + 1

12

)
Q(x).

3.1.44 (1995)

Solve the equation

x3 − 3x2 − 8x + 40 − 8 4
√

4x + 4 = 0.

3.1.45 (1996)

Solve the system of equations
√

3x
(
1 + 1

x+y

)
= 2,

√
7y

(
1 − 1

x+y

)
= 4

√
2.
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3.1.46 (1996)

Let four nonnegative numbers a, b, c and d satisfy

2(ab + ac + ad + bc + bd + cd) + abc + abd + acd + bcd = 16.

Prove that

a + b + c + d ≥ 2
3
(ab + ac + ad + bc + bd + cd).

3.1.47 (1997)

1. Find all polynomials P (x) of the lowest degree with rational coeffi-
cients that satisfy P ( 3

√
3 + 3

√
9) = 3 + 3

√
3.

2. Does there exist a polynomial P (x) with integer coefficients that sat-
isfies P ( 3

√
3 + 3

√
9) = 3 + 3

√
3?

3.1.48 (1998 B)

Positive numbers x1, . . . , xn (n ≥ 2) satisfy

1
x1 + 1998

+
1

x2 + 1998
+ · · · + 1

xn + 1998
=

1
1998

.

Prove that
n
√

x1 . . . xn

n − 1
≥ 1998.

3.1.49 (1998)

Find all positive integers n for which there is a polynomial P (x) with real
coefficients satisfying

P (x1998 − x−1998) = xn − x−n, ∀x �= 0.
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3.1.50 (1999)

Solve the system {
(1 + 42x−y).51−2x+y = 1 + 22x−y+1,

y3 + 4x + 1 + log(y2 + 2x) = 0.

3.1.51 (1999)

Find the maximum value of

P =
2

a2 + 1
− 2

b2 + 1
+

3
c2 + 1

,

where a, b, c > 0 and abc + a + c = b.

3.1.52 (2001 B)

Positive numbers x, y, z satisfy
2
5 ≤ z ≤ min{x, y},
xz ≥ 4

15 ,

yz ≥ 1
5 .

Find the maximum value of

P =
1
x

+
2
y

+
3
z
·

3.1.53 (2002)

Let a, b, c be real numbers such that the polynomial P (x) = x3+ax2+bx+c
has three real (not necessarily distinct) roots. Prove that

12ab + 27c ≤ 6a3 + 10(a2 − 2b)3/2.

When does equality occur?
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3.1.54 (2003)

Given polynomials

P (x) = 4x3 − 2x2 − 15x + 9, Q(x) = 12x3 + 6x2 − 7x + 1.

Prove that

1) Each of the two polynomials has three distinct real roots.

2) If a and b are the largest roots of P and Q respectively, then a2+3b2 =
4.

3.1.55 (2004 B)

Solve the system {
x3 + 3xy2 = −49,

x2 − 8xy + y2 = 8y − 17x.

3.1.56 (2004)

Solve the system 
x3 + x(y − z)2 = 2,

y3 + y(z − x)2 = 30,

z3 + z(x − y)2 = 16.

3.1.57 (2004)

Find the maximum and minimum values of

P =
a4 + b4 + c4

(a + b + c)4
,

where a, b, c > 0 and (a + b + c)3 = 32abc.

3.1.58 (2005)

Find the maximum and minimum values of

P = x + y,

if x − 3
√

x + 1 = 3
√

y + 2 − y.
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3.1.59 (2006 B)

Solve the system 
x3 + 3x2 + 2x − 5 = y,

y3 + 3y2 + 2y − 5 = z,

z3 + 3z2 + 2z − 5 = x.

3.1.60 (2006 B)

Find the greatest value of a real number k so that for any positive numbers
a, b, c with abc = 1 the following inequality holds

1
a2

+
1
b2

+
1
c2

+ 3k ≥ (k + 1)(a + b + c).

3.1.61 (2006)

Find all polynomials P (x) with real coefficients that satisfy the equation

P (x2) + x [3P (x) + P (−x)] = [P (x)]2 + 2x2, ∀x.

3.1.62 (2007)

Solve the system 
(
1 − 12

y+3x

)√
x = 2,(

1 + 12
y+3x

)√
y = 6.

3.1.63 (2008)

Let x, y, z be distinct nonnegative real numbers. Prove that

(xy + yz + zx)
(

1
(x − y)2

+
1

(y − z)2
+

1
(z − x)2

)
≥ 4.

When does equality occur?
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3.2 Analysis

3.2.1 (1965)

1) Two nonnegative real numbers x, y have constant sum a. Find the
minimum value of xm + ym, where m is a given positive integer.

2) Let m, n be positive integers and k a positive real number. Consider
nonnegative real numbers x1, x2, . . . , xn having constant sum k. Prove that
the minimum value of the quantity xm

1 + · · · + xm
n occurs when x1 = x2 =

· · · = xn.

3.2.2 (1975)

Prove that the sum of the (local) maximum and minimum values of the
function

y =
cot3 x

cot 3x
, 0 < x <

π

2
,

is a rational number.

3.2.3 (1980)

Let α1, . . . , αn be real numbers in the interval [0, π] such that
n∑

i=1

(1+cosαi)

is an odd integer. Show that
n∑

i=1

sin αi ≥ 1.

3.2.4 (1983)

1) Show that
√

2(sin x + cosx) ≥ 2 4
√

sin 2x, 0 ≤ x ≤ π
2 .

2) Find all y ∈ (0, π) such that

1 + 2
cot 2y

cot y
≥ tan 2y

tan y
.



48 CHAPTER 3. PROBLEMS

3.2.5 (1984)

Given a sequence (un) with u1 = 1, u2 = 2, un+1 = 3un − un−1 (n ≥ 2).

A sequence (vn) is defined by vn =
n∑

i=1

cot−1 ui, n = 1, 2, . . .. Compute

lim
n→∞ vn.

3.2.6 (1984)

Let a, b be real numbers with a �= 0. Find a polynomial P (x) such that

xP (x − a) = (x − b)P (x), ∀x.

3.2.7 (1985)

Denote by M a set of functions defined on integers with real values satisfying
the following two conditions:

(1) f(x)f(y) = f(x + y) + f(x − y), ∀ integers x, y,

(2) f(0) �= 0.

Find f ∈ M such that f(1) = 5
2 .

3.2.8 (1986)

Let M(y) be a polynomial of degree n such that

M(y) = 2y, ∀y = 1, 2, . . . , n + 1.

Find M(n + 2).

3.2.9 (1986)

A sequence of positive integers is defined as follows. The first term is 1.
Then take the next two even numbers 2, 4. Then take the next three odd
numbers 5, 7, 9. Then take the next four even numbers 10, 12, 14, 16, and
so on. Find the nth term of the sequence.
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3.2.10 (1987)

Given an arithmetic progression consisting of 1987 terms such that the first
term u1 = π

1987 and the difference d = π
3974 . Compute the sum of the 21987

terms cos(±u1 ± u2 ± · · · ± u1987).

3.2.11 (1987)

A function f(x) is defined and differentiable on [0, +∞), and satisfies

(1) |f(x)| ≤ 5,

(2) f(x)f ′(x) ≥ sin x.

Does lim
x→+∞ f(x) exist?

3.2.12 (1988)

Given a bounded sequence (xn) with xn + xn+1 ≥ 2xn+2, ∀n ≥ 1. Does it
necessarily converge?

3.2.13 (1989)

A sequence of polynomials is defined by

P0(x) = 0, Pn+1(x) = Pn(x) +
x − P 2

n(x)
2

, n = 0, 1, . . .

Prove that for any x ∈ [0, 1] and n ≥ 0

0 ≤ √
x − Pn(x) ≤ 2

n + 1
.

3.2.14 (1990 B)

Consider a sequence

u1 = a · 11990, u2 = a · 21990, . . . , u2000 = a · 20001990,

where a is a real number. From this sequence form a second one by

v1 = u2 − u1, v2 = u3 − u2, . . . , v1999 = u2000 − u1999.

From the second sequence form a third one in the same way, and so on.
Prove that all terms of the 1991-th sequence are equal a · 1990!.
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3.2.15 (1990)

A sequence (xn) is defined as follows:

|x1| < 1, xn+1 =
−xn +

√
3(1 − x2

n)
2

.

1) Find necessary and sufficient conditions on x1 for all terms of the
sequence to be positive.

2) Is the sequence periodic? Justify your answer.

3.2.16 (1990)

Let f(x) = a0x
n + a1x

n−1 + · · · + an−1x + an be a polynomial with real
coefficients such that a0 �= 0 and

f(x).f(2x2) = f(2x3 + x), ∀x.

Prove that f(x) has no real root.

3.2.17 (1991)

Find all real functions f(x) satisfying
1
2
f(xy) +

1
2
f(xz) − f(x)f(yz) ≥ 1

4
,

for all real numbers x, y, z.

3.2.18 (1991)

Prove the following inequality

x2y

z
+

y2z

x
+

z2x

y
≥ x2 + y2 + z2, ∀x ≥ y ≥ z > 0.

3.2.19 (1992 B)

Suppose that a real-valued function f(x) of real numbers satisfies

f(x + 2xy) = f(x) + 2f(xy),

for all real x, y, and that f(1991) = a, where a is a real number. Compute
f(1992).
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3.2.20 (1992)

Let a, b, c be positive numbers. Three sequences (an), (bn), (cn) are defined
by

(1) a0 = a, b0 = b, c0 = c.

(1) an+1 = an +
2

bn + cn
, bn+1 = bn +

2
cn + an

, cn+1 = cn +
2

an + bn
,

∀n ≥ 0.

Prove that (an) tends to infinity.

3.2.21 (1993 B)

Find all values of a so that the following inequality holds for all x ≥ 0:

log(1 + x) ≥ x − ax2.

3.2.22 (1993)

Find the maximum and minimum values of the function

f(x) = x(1993 +
√

1995 − x2)

on its domain of definition.

3.2.23 (1993)

Two sequences (an), (bn) are defined by

a0 = 2, b0 = 1, an+1 =
2anbn

an + bn
, bn+1 =

√
an+1bn, ∀n ≥ 0.

Prove that both sequences converge to the same limit, and find this value.

3.2.24 (1994 B)

Solve the system {
x2 + 3x + log(2x + 1) = y,

y2 + 3y + log(2y + 1) = x.
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3.2.25 (1994 B)

A sequence (xn) is defined by

x0 = a, xn = 3
√

6(xn−1 − sinxn−1), ∀n ≥ 1,

where a is a real number. Prove that the sequence converges and find the
limit.

3.2.26 (1994)

Solve the system 
x3 + 3x − 3 + log(x2 − x + 1) = y,

y3 + 3y − 3 + log(y2 − y + 1) = z,

z3 + 3z − 3 + log(z2 − z + 1) = x.

3.2.27 (1994)

A sequence (xn) is defined by

x0 = a ∈ (0, 1), xn =
4
π2

(
cos−1 xn−1 +

π

2

)
sin−1 xn−1, ∀n ≥ 1.

Prove that the sequence converges and find the limit.

3.2.28 (1995 B)

A sequence (an) is defined by

a0 = 2, an+1 = 5an +
√

24a2
n − 96, ∀n ≥ 0.

Find a formula for a general term an and prove that an ≥ 2 · 5n for all n.

3.2.29 (1995 B)

For an integer n ∈ [2000, 2095] put

a =
1

1995
+

1
1996

+ · · · + 1
n

, b =
n + 1
1995

.

Find the integral part of b1/a.
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3.2.30 (1995)

Determine all polynomials P (x) satisfying the following conditions: for
each a > 1995 the number of real roots (counted with multiplicities) of the
equation P (x) = a is equal to the degree of P (x) and all these roots are
strictly greater than 1995.

3.2.31 (1996 B)

Determine the number of real roots of the system{
x3y − y4 = a2,

x2y + 2xy2 + y3 = b2,

where a, b are real parameters.

3.2.32 (1996)

Determine all functions defined on positive integers f(n) satisfying the
equality

f(n) + f(n + 1) = f(n + 2) · f(n + 3) − 1996, ∀n ≥ 1.

3.2.33 (1997 B)

Let n and k be positive integers with n ≥ 7 and 2 ≤ k < n. Prove that
kn > 2nk.

3.2.34 (1997)

Let n > 1 be a positive integer which is not divisible by 1997. Define two
sequences (ai), (bj) by

ai = i +
ni

1997
(i = 1, 2, . . . , 1996), bj = j +

1997j

n
(j = 1, 2, . . . , n − 1).

Writing all terms of the two sequences in the increasing order, we get the
sequence

c1 ≤ c2 ≤ · · · ≤ c1995+n.

Prove that ck+1 − ck < 2 for all k = 1, 2, . . . , 1994 + n.
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3.2.35 (1998 B)

A sequence (xn) is defined by

x1 = a, xn+1 =
xn(x2

n + 3)
3x2

n + 1
, ∀n ≥ 1,

where a is a real number. Prove that the sequence converges and find the
limit.

3.2.36 (1998 B)

Let a, b be integers. A sequence of integers (an) is defined by

a0 = a, a1 = b, a2 = 2b − a + 2,

an+3 = 3an+2 − 3an+1 + an, ∀n ≥ 0.

Determine a formula for the general term an and find all integers a, b for
which an is a square for all n ≥ 1998.

3.2.37 (1998)

A sequence (xn) is defined by

x1 = a, xn+1 = 1 + log
(

x2
n

1 + log xn

)
, ∀n ≥ 1,

where a is a real number ≥ 1. Prove that the sequence converges and find
the limit.

3.2.38 (1998)

Prove that there does not exist an infinite sequence of real numbers (xn)
that satisfies the following conditions:

(1) |xn| ≤ 0.666, ∀n ≥ 1,

(2) |xn − xm| ≥ 1
n(n + 1)

+
1

m(m + 1)
, ∀m �= n.
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3.2.39 (1999 B)

A sequence (un) is defined by

u1 = 1, u2 = 2, un+2 = 3un+1 − un, ∀n ≥ 1.

Prove that

un+2 + un ≥ 2 +
u2

n+1

un
, ∀n ≥ 1.

3.2.40 (1999 B)

Let a, b be real numbers so that the equation ax3 − x2 + bx − 1 = 0 has
three positive roots (not necessarily distinct). Find the minimum value of

P =
5a2 − 3ab + 2

a2(b − a)

for such a and b.

3.2.41 (1999 B)

A function f(x), defined and continuous on [0, 1], satisfies the conditions:

f(0) = f(1) = 0,

2f(x) + f(y) = 3f

(
2x + y

3

)
,

for all x, y ∈ [0, 1]. Prove that f(x) = 0 for all x ∈ [0, 1].

3.2.42 (2000 B)

Find all real functions f(x) on real numbers satisfying

x2f(x) + f(1 − x) = 2x − x4,

for all real x.
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3.2.43 (2000)

A sequence (xn) is defined by

xn+1 =
√

c −√
c + xn, ∀n ≥ 0,

where c is a given positive number. Determine all values of c so that for
any initial value x0 ∈ (0, c) the sequence (xn) is well defined and converges.

3.2.44 (2000)

Given α ∈ (0, π).

1) Prove that there exists a unique quadratic function f(x) = x2 +ax+b
with a, b real, such that for any n > 2 the polynomial

Pn(x) = xn sinα − x sin(nα) + sin(n − 1)α

is divisible by f(x).

2) Prove that there does not exist a linear function g(x) = x + c with c
real, such that for any n > 2 the polynomial Pn(x) mentioned above
is divisible by g(x).

3.2.45 (2001 B)

A sequence (xn) is defined by

x1 =
2
3
, xn+1 =

xn

2(2n + 1)xn + 1
, ∀n ≥ 1.

Compute x1 + x2 + · · · + x2001.

3.2.46 (2001)

Given real numbers a, b, a sequence (xn) is defined by

x0 = a, xn+1 = xn + b sinxn, ∀n ≥ 0.

1) Prove that if b = 1 then for any number a the sequence converges to
a finite limit and compute this limit.

2) Prove that for any given number b > 2 there always exists a number
a such that the sequence above diverges.
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3.2.47 (2001)

Let g(x) =
2x

1 + x2
. Find all continuous functions f(x) defined on (−1, 1)

that satisfy the equation

(1 − x2)f
(
g(x)

)
= (1 + x2)2f(x), ∀x ∈ (−1, 1).

3.2.48 (2002 B)

Find all real functions f(x) on real numbers satisfying

f
(
y − f(x)

)
= f

(
x2002 − y

)− 2001yf(x),

for all x, y real.

3.2.49 (2002 B)

For each positive integer n consider the equation

1
2x

+
1

x − 12
+

1
x − 22

+ · · · + 1
x − n2

= 0.

Prove that

1) The equation has a unique solution xn ∈ (0, 1),

2) The sequence (xn) converges.

3.2.50 (2002)

Consider the equation

1
x − 1

+
1

22x − 1
+ · · · + 1

n2x − 1
=

1
2
, n ∈ N.

Prove that

1) For each positive integer n the equation has a unique solution xn > 1,

2) The sequence (xn) converges to 4.
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3.2.51 (2003 B)

Find all polynomials P (x) with real coefficients which satisfy

(x3 + 3x2 + 3x + 2)P (x − 1) = (x3 − 3x2 + 3x − 2)P (x)

for all real x.

3.2.52 (2003 B)

For a real number α �= 0 define a sequence (xn) by

x1 = 0, xn+1(xn + α) = α + 1, ∀n ≥ 1.

1) Find a formula of a general term (xn).

2) Prove that (xn) converges and compute the limit.

3.2.53 (2003 B)

A function f(x) defined on real numbers with real values satisfies

f(cotx) = sin 2x + cos 2x, ∀x ∈ (0, π).

Find the maximum and minimum values of g(x) = f(sin2 x)f(cos2 x) for
all real x.

3.2.54 (2003)

Denote by F the set of all positive functions defined on positive real num-
bers, that satisfy

f(3x) ≥ f
(
f(2x)

)
+ x, ∀x > 0.

Find the largest a such that for any f ∈ F we always have f(x) ≥ ax,
∀x > 0.

3.2.55 (2004)

Consider the sequence (xn)∞n=1 of real numbers defined by

x1 = 1, xn+1 =
(2 + 2 cos 2α)xn + cos2 α

(2 − 2 cos 2α)xn + 2 − 2 cos 2α
, n ≥ 1,
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where α ∈ R is a parameter.
Determine all possible values of α such that the sequence (yn)∞n=1 defined
by

yn =
n∑

k=1

1
2xk + 1

, n ≥ 1,

has a finite limit. Find the limit of (yn) in these cases.

3.2.56 (2005)

Find all real functions f(x) satisfying the equation

f
(
f(x − y)

)
= f(x)f(y) − f(x) + f(y) − xy,

for all x, y real.

3.2.57 (2006 B)

Find all real continuous functions f(x) satisfying

f(x − y)f(y − z)f(z − x) + 8 = 0,

for all real x, y, z.

3.2.58 (2006)

Solve the system 
√

x2 − 2x + 6 · log3(6 − y) = x,√
y2 − 2y + 6 · log3(6 − z) = y,√
z2 − 2z + 6 · log3(6 − x) = z.

3.2.59 (2007)

Given a positive number b, find all real functions f(x) on real numbers that
satisfy

f(x + y) = f(x) · 3by+f(y)−1 + bx(3by+f(y)−1 − by),

for all real numbers x, y.
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3.2.60 (2007)

For a > 2 consider fn(x) = a10xn+10 + xn + · · · + x + 1 (n = 1, 2, . . .).
Prove that for each positive integer n the equation fn(x) = a has a unique
solution xn ∈ (0, +∞) and the sequence (xn) converges.

3.2.61 (2008)

Given a real number a ≥ 17, determine the number of pairs (x, y) solving
the following system: {

x2 + y3 = a,

log3 x · log2 y = 1.

3.2.62 (2008)

A sequence (xn) is defined by

x1 = 0, x2 = 2, xn+2 = 2−xn +
1
2
, ∀n ≥ 1.

Prove that (xn) converges and find its limit.

3.3 Number Theory

3.3.1 (1963)

Three students A, B and C, walking on the street, witnessed a car violating
a traffic regulation. No one remembered the licence number, but each got
some particular aspect of it. A remembered that the first two digits are
equal, B noted that the last two digits are also equal, and C said that it is
a four-digit number and is a perfect square. What is the licence number of
the car?

3.3.2 (1970)

Find all positive integers which divide 1890 ·1930 ·1970 and are not divisible
by 45.
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3.3.3 (1971)

Consider positive integers m < n, p < q such that (m, n) = 1, (p, q) = 1 and
satisfy the condition that if m

n = tan α and p
q = tan β, then α + β = 45◦.

1) Given m, n, find p, q.

2) Given n, q, find m, p.

3) Given m, q, find n, p.

3.3.4 (1972)

For any positive integer N , let f(N) =
∑

(−1)
d−1
2 , where the sum is taken

over all odd d dividing N . Prove that

1) f(2) = 1, f(2r) = 1 (r is an integer).

2) If p > 2 is a prime number, then f(p) =

{
2, if p = 4k + 1
0, if p = 4k − 1,

f(pr) =


1 + r, if p = 4k + 1
1, if p = 4k − 1, r is even
0, if p = 4k − 1, r is odd.

3) If M, N are co-prime, then f(M · N) = f(M) · f(N). Use this to
compute f(54 · 1128 · 1719) and f(1980). Derive a general rule for
computing f(N).

3.3.5 (1974)

1) Find all positive integers n for which a number

11 . . .1︸ ︷︷ ︸
2n times

− 77 . . .7︸ ︷︷ ︸
n times

is a square.

2) Replace 7 by an integer b ∈ [1, 9] and solve the same problem.
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3.3.6 (1974)

1) How many integers n are there such that n is divisible by 9 and n+1
is divisible by 25?

2) How many integers n are there such that n is divisible by 21 and n+1
is divisible by 165?

3) How many integers n are there such that n is divisible by 9, n + 1 is
divisible by 25, and n + 2 is divisible by 4?

3.3.7 (1975)

Find all terms of the arithmetic progression −1, 18, 37, . . ., that have 5 in
all their digits.

3.3.8 (1976)

Find all three-digit integers n = abc such that 2n = 3a!b!c!.

3.3.9 (1977)

Let P (x) be a real polynomial of degree three. Find necessary and sufficient
conditions on its coefficients so that P (n) is an integer for every integer n.

3.3.10 (1978)

Find all three-digit numbers abc such that 2abc = bca + cab.

3.3.11 (1981)

Find all integral values of m such that g(x) = x3 + 2x + m divides f(x) =
x12 − x11 + 3x10 + 11x3 − x2 + 23x + 30.

3.3.12 (1982)

Find all positive integer solutions to the equation 2x +2y +2z = 2336 (x <
y < z).
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3.3.13 (1983)

For which positive integers a and b with b > 2 does the number 2b − 1
divides 2a + 1?

3.3.14 (1983)

Is it possible to represent 1 in the form

1) 1
a1

+ 1
a2

+ · · · + 1
a6

,

2) 1
a1

+ 1
a2

+ · · · + 1
a9

,

where ai’s are distinct odd positive numbers?
Generalize the problem.

3.3.15 (1984)

Find the minimum value of A = |5x2 + 11xy − 5y2|, where x, y are integers
not both zeros.

3.3.16 (1985)

Find all integer solutions to the equation

x3 − y3 = 2xy + 8.

3.3.17 (1985)

For three positive integers a, b and m, prove that there is a positive integer
n such that m divides (an − 1)b if and only if (ab, m) = (b, m).

3.3.18 (1987)

Two sequences (xn), (yn) are defined by

x0 = 365, xn+1 = xn(x1986
n + 1) + 1622, ∀n ≥ 0

and
y0 = 16, yn+1 = yn(y3

n + 1) − 1952, ∀n ≥ 0.

Prove that |xn − yk| > 0, ∀n, k ≥ 1.
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3.3.19 (1989)

Consider the Fibonacci sequence

a1 = a2 = 1, an+2 = an+1 + an, ∀n ≥ 1.

Let f(n) = 1985n2 + 1956n + 1960.

1) Show that there are infinitely many terms F in the sequence such
that f(F ) is divisible by 1989.

2) Does there exist a term G in the sequence such that f(G) + 2 is
divisible by 1989?

3.3.20 (1989)

Are there integers x, y both not divisible by 5 such that x2 + 19y2 = 198 ·
101989?

3.3.21 (1990)

Let A = {1, 2, 3, . . . , 2n − 1}. Remove at least n − 1 numbers from A by
the following rule:

(1) If the number a ∈ A is removed and 2a ∈ A, then 2a must be removed,

(2) If the numbers a, b ∈ A are removed and a + b ∈ A, then a + b must
be removed.

What numbers must removed so that the sum of the remaining numbers is
maximum?

3.3.22 (1991)

Let k > 1 be an odd integer. For each positive integer n, denote by f(n) the
greatest positive integer such that kn − 1 is divisible by 2f(n). Determine
f(n) in terms of k and n.

3.3.23 (1992)

Let n be a positive integer. Denote by f(n), the number of divisors of n
which end with the digits 1 or 9, and by g(n), the number of divisors of n
which end with digits 3 or 7. Prove that f(n) ≥ g(n).
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3.3.24 (1995)

A sequence (an) is defined by

a0 = 1, a1 = 3, an+2 =

{
an+1 + 9an, if n is even
9an+1 + 5an, if n is odd.

Prove that

1)
2000∑

k=1995

a2
k is divisible by 20,

2) a2n+1 is not a square for every positive integer n.

3.3.25 (1996 B)

Find all functions defined on integers f(n) with integer values such that
f(1995) = 1996 and for each integer n, if f(n) = m then f(m) = n and
f(m + 3) = n − 3.

3.3.26 (1997 B)

A sequence of integers (an) is defined by

a0 = 1, a1 = 45, an+2 = 45an+1 − 7an, ∀n ≥ 0.

1) Determine the number of positive divisors of a2
n+1 − anan+2 in terms

of n.

2) Prove that 1997a2
n + 4 · 7n+1 is a square for each n.

3.3.27 (1997)

Prove that for any positive integer n there always exists a positive integer
k such that 19k − 97 is divisible by 2n.
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3.3.28 (1999 B)

Two sequences (xn), (yn) are defined by

x1 = 1, y1 = 2, xn+1 = 22yn − 15xn, yn+1 = 17yn − 12xn, ∀n ≥ 1.

1) Prove that both sequences (xn), (yn) have only nonzero terms, in-
finitely many positive terms, and infinitely many negative terms

2) Are the 19991945-th terms of both sequences divisible by 7? Justify
the answer.

3.3.29 (1999)

Find all functions f , defined on nonnegative integers n with values from
the set T = {0, 1, . . . , 1999} such that

(1) f(n) = n, ∀n ∈ T ,

(2) f(m + n) = f
(
f(m) + f(n)

)
, ∀m, n ≥ 0.

3.3.30 (2001)

Let n be a positive integer and a > 1, b > 1 be two co-prime integers.
Suppose that p > 1, q > 1 are two odd divisors of a6n

+ b6n

, find the
remainder when p6n

+ q6n

is divided by 6 · (12)n.

3.3.31 (2002 B)

Let S be the set of all integers in the interval [1, 2002], and T be the
collection of all nonempty subsets of S. For each X ∈ T denote m(X) the
arithmetic mean of all numbers in X . Compute

1
|T |

∑
m(X),

where the sum is taken over all X in T , and |T | is the number of elements
in T .
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3.3.32 (2002 B)

Find all positive integers n satisfying(
2n

n

)
= (2n)k,

where k is the number of prime divisors of
(

2n

n

)
.

3.3.33 (2002)

Find all positive integers n for which the equation

x + y + u + v = n
√

xyuv

has positive integer solutions.

3.3.34 (2003)

Find the largest positive integer n such that the equations

(x + 1)2 + y2
1 = (x + 2)2 + y2

2 = · · · = (x + n)2 + y2
n

have an integer solution (x, y1, . . . , yn).

3.3.35 (2004 B)

Solve the following equation for positive integers x, y and z.

(x + y)(1 + xy) = 2z.

3.3.36 (2004)

Find the smallest positive integer k for which in any subset of {1, 2, . . . , 16}
with k elements, there are two distinct numbers a, b such that a2 + b2 is
prime.
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3.3.37 (2004)

Denote by S(n) the sum of all digits of a positive integer n. Find the
smallest value of S(m), where m’s are positive multiple of 2003.

3.3.38 (2005 B)

Find all positive integers x, y, n such that

x! + y!
n!

= 3.

3.3.39 (2005)

Find all nonnegative integer (x, y, n) such that

x! + y!
n!

= 3n.

3.3.40 (2006)

Let S be a set consisting of 2006 integers. A subset T of S has the property
that for any two integers in T (possibly equal) their sum is not in T .

1) Prove that if S consists of the first 2006 positive integers, then T has
at most 1003 elements.

2) Prove that if S consists of 2006 arbitrary positive integers, then there
exists a set T with 669 elements.

3.3.41 (2007)

Let x �= −1, y �= −1 be integers such that
x4 − 1
y + 1

+
y4 − 1
x + 1

is an integer.

Prove that x4y44 − 1 is divisible by x + 1.

3.3.42 (2008)

Let m = 20072008. Determine the number of positive integers n with n < m
such that n(2n + 1)(5n + 2) is divisible by m.
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3.4 Combinatorics

3.4.1 (1969)

A graph G has n + k vertices. Let A be a subset of n vertices of the graph
G, and B be a subset of other k vertices. Each vertex of A is joined to at
least k − p vertices of B. Prove that if np < k then there is a vertex in B
that can be joined to all vertices of A.

3.4.2 (1977)

Into how many regions do n circles divide the plane, if each pair of circles
intersects at two points and no point lies on three circles?

3.4.3 (1987)

Given 5 rays in the space starting from the same point, show that we can
always find two with an angle between them of at most 90◦.

3.4.4 (1990)

Some children sit in a circle. Each has an even number of sweets (larger
than 0, maybe equal, maybe different). One child gives half his sweets to
the child on his right. Then this child does the same, and so on. If a child
about to give sweets has an odd number, then the teacher gives him an
extra sweet. Show that after several steps there will be a moment when if
a child gives half of sweets not to the next friend, but to the teacher, then
all children have the same number of sweets.

3.4.5 (1991)

A group of 1991 students sit in a circle, consecutively counting numbers
1, 2 and 3 and repeating. Starting from some student A with number 1,
and counting clockwise round the remaining students, students that count
numbers 2 and 3 must leave the circle until only one remains. Determine
who is the last student?
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3.4.6 (1992)

Given a rectangle consisting of 1991× 1992 squares denoted by (m, n) with
1 ≤ m ≤ 1991, 1 ≤ n ≤ 1992. Color all squares by the following rule: first
three squares (r, s), (r + 1, s + 1), (r + 2, s + 1) for some 1 ≤ r ≤ 1989, 1 ≤
s ≤ 1991. Subsequently color three consecutive uncolored squares in the
same row or the same column. Is it possible to color all squares in the
rectangle?

3.4.7 (1993)

Arrange points A1, A2, . . . , A1993 in a circle. Each point is labeled +1 or
−1 (not all points with the same sign). Each time relabel simultaneously
all points by the rules:

(1) If signs at Ai and Ai+1 are the same, then the sign at Ai is changed
into plus (+),

(2) If signs at Ai and Ai+1 are different, then the sign at Ai is changed
into minus (−).

(A convention: A1994 = A1).
Prove that there exists an integer k ≥ 2 such that after k consecutively
changes of signs, the sign at each Ai (i = 1, 2, . . . , 1993) coincides with the
sign at this point itself after the first change of signs.

3.4.8 (1996)

Let n be a positive integer. Find the number of ordered k-tuples (a1, a2, . . . ,
ak), k ≤ n from (1, 2, . . . , n) satisfying at least one of the following condi-
tions:

(1) There exist s, t ∈ {1, 2, . . . , k} such that s < t and as > at,

(2) There exists s ∈ {1, 2, . . . , k} such that as − s is an odd number.

3.4.9 (1997)

Suppose that there are 75 points inside a unit cube such that no three
points are collinear. Prove that it is possible to choose three points from
those given above which form a triangle with the area at most 7

12 .
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3.4.10 (2001)

Given a positive integer n, let (a1, a2, . . . , a2n) be a permutation of (1, 2, . . . ,
2n) such that the numbers |ai+1 − ai| (i = 1, 2, . . . , 2n − 1) are distinct.
Prove that a1 − a2n = n if and only if 1 ≤ a2k ≤ n for all k = 1, 2, . . . , n.

3.4.11 (2004 B)

Let n ≥ 2 be an integer. Prove that for each integer k with 2n − 3 ≤ k ≤
n(n−1)

2 , there exist n distinct real numbers a1, . . . , an such that among all
numbers of the form ai + aj (1 ≤ i < j ≤ n) there are exactly k distinct
numbers.

3.4.12 (2005)

Let A1A2 . . . A8 be an octagon such that no three diagonals have a common
point. Denote by S the set of the intersections of the diagonals of the oc-
tagon. Let T ⊂ S and i, j be two numbers satisfying 1 ≤ i < j ≤ 8. Denote
by S(i, j) the number of quadrilaterals with vertices in {A1, A2, . . . , A8}
such that Ai, Aj are vertices and the intersection of its diagonals is the
intersection of diagonals of the given octagon. Assume that S(i, j) is the
same number for all 1 ≤ i < j ≤ 8. Determine the smallest possible |T | for
all such subsets T of S.

3.4.13 (2006)

Suppose we have a table m × n of unit squares, where m, n ≥ 3. We are
allowed to put each time, 4 balls into 4 squares of the following forms (see
Fig. 3.1):

Figure 3.1:

Is it possible to have all squares having the same number of balls, if

1) m = 2004, n = 2006?

2) m = 2005, n = 2006?
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3.4.14 (2007)

Given a regular polygon with 2007 vertices, find the smallest positive num-
ber k satisfying the property that for any choice of k vertices there always
exists 4 vertices forming a convex quadrilateral whose 3 sides are sides of
the given polygon.

3.4.15 (2008)

Determine the number of positive integers, each of which satisfies the fol-
lowing properties:

(1) It is divisible by 9,

(2) It has not more than 2008 digits,

(3) There are at least two digits 9.

3.5 Geometry

Plane Geometry

3.5.1 (1963)

The triangle ABC has half-perimeter p. Find the length of the side a and
the area S in terms of ∠A, ∠B and p. In particular, find S if p = 23.6, ∠A =
52◦42, ∠B = 46◦16.

3.5.2 (1965)

At a time t = 0, a navy ship is at a point O, while an enemy ship is at a
point A cruising with speed v perpendicular to OA = a. The speed and
direction of the enemy ship do not change. The strategy of the navy ship
is to travel with constant speed u at a angle 0 < ϕ < π

2 to the line OA.

1) Let ϕ be chosen. What is the minimum distance between the two
ships? Under what conditions will the distance vanish?
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2) If the distance does not vanish, what is the choice of ϕ to minimize the
distance? What are directions of the two ships when their distance is
minimum?

3.5.3 (1968)

Let (I, r) be a circle centered at I of radius r, x and y be two parallel lines
on the plane with a distance h apart. A variable triangle ABC with A on
x, B and C on y has (I, r) as its in-circle.

1) Given (I, r), α and x, y, construct a triangle ABC so that ∠A = α.

2) Calculate angles ∠B and ∠C in terms of h, r and α.

3) If the in-circle touches the side BC at D, find a relation between DB
and DC.

3.5.4 (1974)

Let ABC be a triangle with A = 90◦, AH the altitude, P, Q the feet of the
perpendiculars from H to AB, AC respectively. Let M be a variable point
on the line PQ. The line through M perpendicular to MH meets the lines
AB, AC at R, S respectively.

1) Prove that a circum-circle of ARS always passes the fixed point H .

2) Let M1 be another position of M with corresponding points R1, S1.
Prove that the ratio RR1

SS1
is constant.

3) The point K is symmetric to H with respect to M . The line through
K perpendicular to the line PQ meets the line RS at D. Prove that
∠BHR = ∠DHR, ∠DHS = ∠CHS.

3.5.5 (1977)

Show that there are 1977 non-similar triangles whose angles A, B, C satisfy
the following conditions:

(1)
sin A + sin B + sin C

cosA + cosB + cosC
=

12
7

,

(2) sinA sin B sin C = 12
25 .
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3.5.6 (1979)

Let ABC be a triangle with sides that are not equal. Find point X on BC
such that

area ∆ABX

area ∆ACX
=

perimeter ∆ABX

perimeter ∆ACX
.

3.5.7 (1982)

Let ABC be a triangle. Consider equilateral triangles A′BC, A′′BC, where
A′ is on the different side and A′′ is on the same side of BC as A; other
points B′, B′′, C′, C′′ are defined similarly. Denote by ∆ and ∆′ the trian-
gles whose vertices are centers of equilateral triangles A′BC, B′CA, C′AB
and A′′BC, B′′CA, C′′AB respectively. Prove that SABC = S∆ − S∆′ .

3.5.8 (1983)

Let M be a variable point inside a triangle ABC, and D, E and F be the
feet of the perpendiculars from M to the sides of the triangle. Find the
locus of M such that the area of a triangle DEF is constant.

3.5.9 (1989)

Let ABCD be a square of side 2. The segment AB is moving continuously
until it coincides with the segment CD (A ≡ C, B ≡ D). Denote by S the
area of the figure that AB passed over. Show that we can have S < 5

6π
(note that if some area is passed over twice, then it is counted once only).

3.5.10 (1990)

Let ABC be a triangle in the plane and M be a variable point. Denote by
A′, B′ and C′ the feet of the perpendiculars from M to the lines BC, CA
and AB respectively. Find the locus of M such that

MA · MA′ = MB · MB′ = MC · MC′.
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3.5.11 (1991)

Let ABC be a triangle with centroid G and circum-radius R. The lines
AG, BG and CG meet the circum-circle again at D, E and F , respectively.
Prove that

3
R

≤ 1
GD

+
1

GE
+

1
GF

≤
√

3
(

1
AB

+
1

BC
+

1
CA

)
.

3.5.12 (1992)

Let H be a rectangle in which the angle between its diagonals is not greater
than 45◦. Rectangle H is rotated around its center at an angle θ, 0◦ ≤ θ ≤
360◦, to get a rectangle Hθ. Find θ such that the common area between H
and Hθ attains its minimum value.

3.5.13 (1994)

Let ABC be a triangle in the plane. Let A′, B′, C′ be the reflections of the
vertices A, B, C with respect to the sides BC, CA, AB respectively. Find
the necessary and sufficient conditions on the nature of ABC so that the
triangle A′B′C′ is equilateral.

3.5.14 (1997)

Suppose in the plane we have a circle with center O, radius a. let P be a
point lying inside this circle (OP = d < a). Among all convex quadrilat-
erals ABCD inscribed in the circle such that their diagonals AC and BD
are perpendicular at P , determine the quadrilateral having the greatest
perimeter and the quadrilateral having the smallest perimeter. Calculate
the perimeters in terms of a and d.

3.5.15 (1999)

Let ABC be a triangle. Denote by A′, B′, C′ the midpoints of the arcs
BC, CA, AB of the circum-circle that do not contain A, B, C respectively.
The sides BC, CA, AB of the triangle intersect the pairs of the segments
A′C′, A′B′; B′A′, B′C′; C′B′, C′A′ at M, N, P, Q, R, S. Prove that MN =
PQ = RS if and only if ABC is equilateral.
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3.5.16 (2001)

Suppose two circles (O1) and (O2) in the plane intersect at two points A
and B, and P1P2 is a common tangent to these circles, P1 ∈ (O1), P2 ∈
(O2). The orthogonal projections of P1, P2 on the line O1O2 are denoted
by M1, M2 respectively. The line AMi intersects again (Oi) at the second
point Ni (i = 1, 2). Prove that three points N1, B and N2 are collinear.

3.5.17 (2003)

Let two fixed circles (O1, R1) and (O2, R2) be given in the plane. Suppose
(O1) and (O2) intersect at a point M and R2 > R1. Consider a point A
lying on the circle (O2) such that three points O1, O2, A are non-collinear.
From A draw the tangents AB and AC to the circle (O1) (B, C are points
of tangency). The lines MB, MC intersect again the circle (O2) at E, F .
The point of intersection of EF and the tangent at A of the circle (O2) is
D. Prove that D moves on a fixed line when A moves on the circle (O2)
such that three points O1, O2, A are non-collinear.

3.5.18 (2004 B)

Given an acute triangle ABC, with the orthocenter H , inscribed in a circle
(O). On the arc BC not containing A of the circle (O) take a point P

different from B, C. Let D satisfy
−−→
AD =

−−→
PC and K be the orthocenter of

the triangle ACD. Denote by E, F the feet of perpendiculars from K to
the lines BC, AB respectively. Prove that the line EF passes the midpoint
of the segment HK.

3.5.19 (2005)

Given a circle (O) centered at O of radius R and two fixed points A, B on
the circle such that A, B, O are not collinear. Let C be a variable point on
(O), different from A, B. The circle (O1) passes through A and is tangent
to the line BC at C, and the circle (O2) passes through B and is tangent
to the line AC at C. These two circles intersect, besides C, at the second
point D. Prove that

1) CD ≤ R,

2) The line CD always passes through a fixed point when C moves on
the circle (O) not coinciding with A and B.



3.5. GEOMETRY 77

3.5.20 (2006 B)

Given an isosceles trapezoid ABCD (CD is the longest base). A variable
point M is moving on the line CD so that it does not coincide with C nor
D. Let N be another intersection of two circles passing triples B, C, M and
D, A, M . Prove that

1) The point N is always on the fixed circle,

2) The line MN always passes through a fixed point.

3.5.21 (2007)

Given a triangle ABC, where the two vertices B, C are fixed and a vertex
A varies. Let H and G be the orthocenter and centroid of ∆ABC, respec-
tively. Find the locus of A, if the midpoint K of HG belongs to the line
BC.

3.5.22 (2007)

Let ABCD be a trapezoid ABCD with the bigger base BC inscribed in
the circle (O) centered at O. Let P be a variable point on the line BC
and outside of the segment BC such that PA is not tangent of (O). A
circle of diameter PD meets (O) at E different from D. Denote by M the
intersection of BC and DE, and by N the second intersection of PA and
(O). Prove that the line MN passes the fixed point.

3.5.23 (2008)

Let ABC be a triangle and E be the midpoint of the side AB. Let M be
a point on the ray EC such that B̂ME = ÊCA. Compute the ratio MC

AB

in terms of α = B̂EC.

Solid Geometry

3.5.24 (1962)

Given a pyramid SABCD such that the base ABCD is a square with the
center O, and SO ⊥ ABCD. The height SO is h and the angle between
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SAB and ABCD is α. The plane passing through the edge AB is per-
pendicular to the opposite face SCD. Find the volume of the prescribed
pyramid. Analyze the formula obtained.

3.5.25 (1963)

The tetrahedron SABC has the perpendicular faces SBC and ABC. The
three angles at S are all 60◦ and SB = SC = 1. Find the volume of the
tetrahedron.

3.5.26 (1964)

Let P be a plane and two points A ∈ (P ), O /∈ (P ). For each line in (P )
through A, let H be the foot of the perpendicular from O to the line. Find
the locus (c) of H .
Denote by (C) the oblique cone with peak O and base (c). Prove that
all planes, either parallel to (P ) or perpendicular to OA, intersect (C) by
circles.
Consider the two symmetric faces of (C) that intersect (C) by the angles α
and β respectively. Find a relation between α and β.

3.5.27 (1970)

A plane (P ) passes through a vertex A of a cube ABCDEFGH and the
three edges AB, AD, AE make equal angles with (P ).

1) Compute the cosine of that common angle and find the perpendicular
projection of the cube onto the plane.

2) Find some relationships between (P ) and lines passing through two
vertices of the cube and planes passing through three vertices of the
cube.

3.5.28 (1972)

Let ABCD be a regular tetrahedron with side a. Take E, E′ on the edge
AB, F, F ′ on the edge AC and G, G′ on the edge AD so that AE =
a/6, AE′ = 5a/6; AF = a/4, AF ′ = 3a/4; AG = a/3, AG′ = 2a/3. Com-
pute the volume of EFGE′F ′G′ in term of a and find the angles between
the lines AB, AC, AD and the plane EFG.
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3.5.29 (1975)

Let ABCD be a tetrahedron with BA ⊥ AC, DB ⊥ (BAC). Denote by O
the midpoint of AB, and K the foot of the perpendicular from O to DC.
Suppose that AC �= BD. Prove that

VKOAC

VKOBD
=

AC

BD

if and only if 2AC · BD = AB2.

3.5.30 (1975)

In the space given a fixed line ∆ and a fixed point A /∈ ∆, a variable line
d passes through A. Denote by MN the common perpendicular between d
and ∆ (M ∈ d, N ∈ ∆). Find the locus of M and the locus of the midpoint
I of MN .

3.5.31 (1978)

Given a rectangular parallelepiped ABCDA′B′C′D′ with the bases ABCD,
A′B′C′D′, the edges AA′, BB′, CC′, DD′ and AB = a, AD = b, AA′ = c.
Show that there exists a triangle with the sides equal to the distances from
A, A′, D to the diagonal BD′ of the parallelepiped. Denote those distances
by m1, m2, m3. Find the relationship between a, b, c, m1, m2, m3.

3.5.32 (1984)

Let Sxyz be a trihedral angle with x̂Sy = ŷSz = ẑSx = 90◦, O be a fixed
point on Sz with SO = a. Consider two variable points M ∈ Sx, N ∈ Sy
with SM + SN = a.

(1) Prove that ŜOM + ŜON + M̂ON is constant.

(2) Find the locus of the circum-sphere of OSMN .

3.5.33 (1985)

Let OABC be a tetrahedron with base ABC of area S. The altitudes
from A, B and C are at least half of OB + OC, OC + OA and OA + OB,
respectively. Find the volume of the tetrahedron.
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3.5.34 (1986)

Let ABCD be a square, and ABM be an equilateral triangle in the plane
perpendicular to ABCD. Let further, E be the midpoint of AB, O the
midpoint of CM . A variable point S on the side AB is of a distance x from
B.

(1) Find the locus P of the food of the perpendicular from M to the side
CS.

(2) Find the maximum and minimum values of SO.

3.5.35 (1990)

Let ABCD be a tetrahedron of volume V . We wish to make three plane
cuts to obtain a parallelepiped three of whose faces and all of whose vertices
belong to the surface of the tetrahedron.

1) Is it possible to have a parallelepiped whose volume is
9V

40
? Justify

your answer.

2) Find the intersection of the three planes so that the volume of the

parallelepiped is
11V

50
.

3.5.36 (1990 B)

Let SABC and RDEF be two equilateral triangle pyramids that satisfy
the following properties: the two vertices R and S are centroids of ABC
and DEF respectively; and each pair of the edges AB and EF , AC and
DE, BC and DF are parallel and equal.

1) How to construct a common part of the two pyramids?

2) Compare the volumes of the common part and the pyramid SABC.

3.5.37 (1991)

Let Oxyz be a right trihedral angle and A, B, C be three fixed points on
Ox, Oy, Oz, respectively. A variable sphere S passes through A, B, C and
meets Ox, Oy, Oz at A′, B′, C′, respectively. Let M, M ′ be the centroids of
A′BC, AB′C′, respectively. Find the locus of the midpoint S of MM ′.
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3.5.38 (1991 B)

Let two concentric spheres of radii R and r with R > r > 0 be given. Find
conditions for R, r under which we can construct an equilateral tetrahedron
SABC so that the three vertices A, B, C are on the bigger sphere and the
three faces SAB, SBC, SCA are tangent to the smaller sphere.

3.5.39 (1992)

A tetrahedron ABCD has the following properties:

(1) ÂCD + B̂CD = 180◦,

(2) The sum of the three plane angles at A equals to the sum of the three
plane angles at B, and both sums are equal to 180◦.

Compute the surface area of the tetrahedron ABCD in terms of AC+CB =
k and ÂCB = α.

3.5.40 (1993)

A variable tetrahedron ABCD is inscribed in a given sphere. Show that
the sum

AB2 + AC2 + AD2 − BC2 − CD2 − DB2

attains its minimal value if and only if the trihedral angle at the vertex A
is rectangular.

3.5.41 (1995 B)

Consider a sphere centered at I, a fixed point P inside the sphere and an-
other fixed point Q different from I. For each variable tetrahedron ABCD
inscribed in the sphere with the centroid P , let A′ be the projection of Q
on the plane tangent with the sphere at A. Prove that the centroid of the
tetrahedron A′BCD is always on the fixed sphere.

3.5.42 (1996)

Given a trihedral angle Sxyz, a plane (P ), not passing through S, meets
Sx, Sy, Sz at A, B, C, respectively. In (P ) there are three triangles DAB,
EBC, FCA outside of ABC such that ∆DAB = ∆SAB, ∆EBC =
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∆SBC, ∆FCA = ∆SCA. Consider a sphere S satisfying the following
conditions:

(1) S tangents (SAB), (SBC), (SCA) and (P ),

(2) S is inside the trihedral angle Sxyz and outside of the tetrahedron
SABC.

Prove that S and (P ) are tangent at the circum-center of DEF .

3.5.43 (1996 B)

A tetrahedron ABCD with AB = AC = AD is inscribed in a sphere
centered at O. Let G be the centroid of ACD, let E be the midpoint of
BG and let F be the midpoint of AE. Prove that OF ⊥ BG if and only if
OD ⊥ AC.

3.5.44 (1998)

Let O be the center of the circum-sphere of the tetrahedron ABCD, AA1,
BB1, CC1 and DD1 the diameters of this sphere. Let A0, B0, C0 and D0 be
centroids of the triangles BCD, CDA, DAB and ABC respectively. Show
that

1) The lines A0A1, B0B1, C0C1 and D0D1 meet at a point, called the
point F ,

2) The line passing through F and the midpoint of a side of the tetra-
hedron is perpendicular to the opposite side of the tetrahedron.

3.5.45 (1998 B)

Let P be a point on the sphere S of a radius R. Consider all pyramids
PABC with the right trihedral angles at the vertex P and A, B, C are
points on the sphere. Prove that the plane (ABC) always passes through
a fixed point and find the maximum value of the area of ∆ABC.
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3.5.46 (1999)

Consider fours rays Ox, Oy, Oz and Ot in space such that the angles be-
tween any two rays are equal.

1) Determine the value of the angle between any two rays.

2) Let Or be a variable ray and α, β, γ, δ the angles between Or and
other three rays. Prove that cosα +cosβ +cos γ + cos δ and cos2 α +
cos2 β + cos2 γ + cos2 δ are constants.

3.5.47 (2000 B)

For the tetrahedron ABCD, the radii of the circum-circles of ABC, ACD,
ABD and BCD are equal. Prove that AB = CD, AC = BD and AD =
BC.

3.5.48 (2000)

Find all positive integers n > 3 such that there exist n points in space
satisfying the following conditions:

(1) No three points are collinear,

(2) No fours points are concyclic,

(3) The circles passing through any three points all have the same radius.
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Chapter 4

Solutions

4.1 Algebra

4.1.1

We prove that

1
1

a+c + 1
b+d

−
(

1
1
a + 1

b

+
1

1
c + 1

d

)
≥ 0.

A straightforward summing up and simplification show that this is equiva-
lent to

a2d2 − 2abcd + b2c2

(a + b + c + d)(a + b)(c + d)
≥ 0,

which is always true, as the denominator is positive, and the numerator is
(ad − bc)2 ≥ 0.
The equality occurs if and only if ad = bc.

4.1.2

Using cosx + cos y = 2 cos x+y
2 cos x−y

2 , we have

cos
(

α+
2π

3

)
+cos

(
α+

4π

3

)
= 2 cos(α+π) cos

π

3
= cos(α+π) = − cosα,

and hence the first sum is 0.

85
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Similarly, using sinx+sin y = 2 sin x+y
2 cos x−y

2 , we find that the second
sum is also 0.

Generally, for any angle α and positive integer n, we always have

cosα + cos
(

α +
2π

n

)
+ · · · + cos

(
α +

2π(n − 1)
n

)
= 0

and

sin α + sin
(

α +
2π

n

)
+ · · · + sin

(
α +

2π(n − 1)
n

)
= 0.

This can be seen by using vector geometry. On the unit circle, consider
n vectors

−−→
OA1,

−−→
OA2, . . . ,

−−→
OAn that form with the x-axis angles π, π +

2π
n , . . . , π + 2(n−1)π

n , so that A1A2 . . . An is a regular polygon. Due to sym-
metry,

−→
OA =

−−→
OA1+

−−→
OA2+· · ·+−−→

OAn =
−→
0 , and hence prx

−→
OA = pry

−→
OA = 0,

where prx
−→a and pry

−→a are the projections of −→a on the x-axis and y-axis, re-

spectively. Using prx(−→a +
−→
b ) = prx

−→a +prx

−→
b , pry(−→a +

−→
b ) = pry

−→a +pry

−→
b ,

we get the desired results.

4.1.3

For c ≥ 3 we have {
x + cy ≤ 36,

2x + 3z ≤ 72,

and hence 3x + 3z + cy ≤ 108, or 3(x + y + z) ≤ 108 − (c − 3)y.
Note that since c ≥ 3, y ≥ 0, we get 108− (c−3)y ≤ 108, and therefore

x + y + z ≤ 36.

For c < 3 we first notice that cy ≤ 36 − x, or

3y ≤ 108 − 3x

c
(as c > 0).

Also,
3x + 3z ≤ 72 + x.

From the last two inequalities it follows that

3(x + y + z) ≤ 108
c

+ 72 − 3 − c

c
x ≤ 108

c
+ 72,

or equivalently, x + y + z ≤ 36
c + 24. In both cases the equality obviously

occurs.
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4.1.4

1) Let k = n − m ∈ (0, n). Consider amb − abm = ab(am−1 − bm−1) with
m − 1 ≥ 0. Since a ≥ b > 0, we have am−1 ≥ bm−1. Hence

amb ≥ abm. (1)

On the other hand, notice that a ≥ b, a2 ≥ b2, . . . , ak−1 ≥ bk−1, which
implies

1 + a + a2 + · · · + ak−1 ≥ 1 + b + b2 + · · · + bk−1. (2)

From (1) and (2) it follows that

amb(1 + a + a2 + · · · + ak−1) ≥ abm(1 + b + b2 + · · · + bk−1),

which can be written as

am(1 − a)(1 + a + a2 + · · · + ak−1) ≥ bm(1 − b)(1 + b + b2 + · · · + bk−1),

or equivalently, am(1 − ak) ≥ bm(1 − bk). That is, am − an ≥ bm − bn.
It remains to prove that bm− bn > 0. Indeed, bm− bn = bm(1− bk) > 0,

as 0 < b < 1.
The equality occurs if and only if a = b = 1/2.

2) Since ∆ = b2n + 4an > 0, fn(x) has two distinct real roots x1 �= x2.
Also, note that if a, b ∈ (0, 1) then

fn(1) = 1 − bn − an = a + b − bn − an = (a − an) + (b − bn) ≥ 0,

fn(−1) = 1 + bn − an = (1 − an) + bn ≥ 0,
S
2 = x1+x2

2 = bn

2 ∈ (−1, 1).

We conclude that x1, x2 ∈ [−1, 1].

4.1.5

From (xi − a)2 + (yi − b)2 ≤ c2 it follows that a2 + b2 − 2axi − 2byi ≤ c2,
as x2

i + y2
i > 0. In particular, for i = 1, 2 we have{

a2 + b2 − 2ax1 − 2by1 ≤ c2,

a2 + b2 − 2ax2 − 2by2 ≤ c2.

Choose k so that kx1+(1−k)x2 = 0. That is, k =
x2

x2 − x1
. Since x1x2 < 0,

we have k ∈ (0, 1). Sum up the last two inequalities, after first multiplying
the first by k and the second by (1 − k). We get

a2 + b2 − 2a[kx1 + (1 − k)x2] − 2b[ky1 + (1 − k)y2] ≤ c2,
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or equivalently,
a2 + b2 − 2b[ky1 + (1 − k)y2] ≤ c2.

Since y1, y2 > 0, we get Y1 = ky1 + (1− k)y2 > 0 with a2 + b2 − 2bY1 ≤ c2.

Similarly, for i = 3, 4 by choosing m so that mx3 + (1 − m)x4 = 0, we
obtain that a2 + b2 − 2bY2 ≤ c2 with Y2 = my3 + (1 − m)y4 < 0.

Finally, choosing n such that nY1 + (1 − n)Y2 = 0, and repeating the
same argument, we find

a2 + b2 − 2b[nY1 + (1 − n)Y2] = a2 + b2 ≤ c2.

Geometrically, this specifies a circle of radius c centered at (a, b) in the
rectangular system of coordinates Oxy, and four points (xi, yi) in fours
quadrants, respectively. The assumptions of the problem show that all
points (xi, yi) are inside of the circle, while the conclusion says that the
origin of coordinates is inside the circle. So we can restate the problem as
follows: Let two straight-lines, perpendicular at a point O, and four points
which are in four performed quadrants, be given. Then a circle containing
all fours given points must contain O.

4.1.6

On the one hand, since A + B + C = π, there is at least one angle, say C,
with C ≤ π

3 . Then sin C
2 ≤ sin π

6 = 1
2 .

On the other hand, A
2 = π

2 −B+C
2 < π

2 −B
2 < π

2 , and hence sin A
2 sin B

2 <

sin
(

π
2 − B

2

)
sin B

2 = cos B
2 sin B

2 = 1
2 sin B. Thus sin A

2 sin B
2 < 1

2 .

The desired inequality follows.

Remark. In fact, we can prove that sin A
2 sin B

2 sin C
2 ≤ 1

8 always holds,
and the equality occurs for the regular triangle.

4.1.7

1) For each x ∈ [−1, 1] there exists a unique α0 ∈
[
−π

2
,
π

2

]
such that

cosα0 = x. The other solutions of cosα = x0 are α = ±α0 + 2kπ (k ∈ Z).
Then

y = cosnα = cos[n(±α0 + 2kπ)] = cos(±nα0 + 2nkπ) = cosnα0,

which shows that for any α satisfying cosα = x we always have y = cosnα0.
Thus y is defined uniquely.



4.1. ALGEBRA 89

We have

T1(x) = cosα = x,

T2(x) = cos 2α = 2 cos2 α − 1 = 2x2 − 1.

Furthermore,

Tn−1(x) + Tn+1(x) = cos(n − 1)α + cos(n + 1)α
= 2 cosnα cosα

= 2xTn(x).

We notice that T1 is a polynomial of degree 1 with the leading coefficient
1 and T2 is of degree 2 with the leading coefficient 2. Therefore, from this
equation, by induction, we can show that Tn is a polynomial of degree n
with leading coefficient 2n−1.

2) We have Tn(x) = 0 if and only if cosnα = 0, or nα = π
2 + kπ (k ∈ Z),

or equivalently,

α =
π

2n
+

2kπ

2n
:= αk (k ∈ Z).

These angles αk give n distinct roots xk = cosαk of Tn(x) in the interval
[−1, 1], corresponding to k = 0, 1, . . . , n − 1.

4.1.8

If x1, x2, x3 are roots of the give cubic equation then, by the Viète formula,
we have 

x1 + x2 + x3 = 0,

x1x2 + x2x3 + x3x1 = −1,

x1x2x3 = −1.

Furthermore, from x3
i − xi + 1 = 0 it follows that

x3
i =xi−1,

x5
i =x3

i .x
2
i =(xi−1)x2

i =x3
i −x2

i =−x2
i +xi−1,

x8
i =x5

i .x
3
i =(−x2

i +xi−1)(xi−1)=−x3
i +2x2

i −2xi+1=2x2
i −3xi+2.

Then
x8

1 + x8
2 + x8

3 = 2(x2
1 + x2

2 + x2
3) − 3(x1 + x2 + x3) + 6.

But

x2
1 + x2

2 + x2
3 = (x1 + x2 + x3)2 − 2(x1x2 + x2x3 + x3x1) = 2,

and so x8
1 + x8

2 + x8
3 = 4 − 0 + 6 = 10.
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4.1.9

The equation is defined if x �= −m,−n,−p.
Note that

x3 + s3

(x + s)3
=

1
4

+
3
4

(x − s)2

(x + s)2
, x �= −s.

The equation can be rewritten as

1
4

+
3
4
a2 +

1
4

+
3
4
b2 +

1
4

+
3
4
c2 − 3

2
+

3
2
abc = 0,

where
a =

x − m

x + m
, b =

x − n

x + n
, c =

x − p

x + p
.

Simplifying the equation yields (c + ab)2 = (1 − a2)(1 − b2), or equiva-
lently,

x2[(x2 + mn − mp − np)2 − 4mn(x + p)2] = 0.

We can write the last equation as

x2[x2+mn−mp−np+2(x+p)
√

mn]·[x2+mn−mp−np−2(x+p)
√

mn] = 0,

which gives
(i) x2 = 0, that is, x1,2 = 0.
(ii) x2+mn−mp−np+2(x+p)

√
mn = 0, or x+

√
mn = ±(

√
mp−√

np),
and hence x3,4 = ±(

√
mp −√

np) −√
mn.

(iii) x2+mn−mp−np−2(x+p)
√

mn = 0, or x5,6 =
√

mn±(
√

np−√
mn).

Removing those values of x which satisfy (x+ m)(x+ n)(x+ p) = 0, we
get the solutions of the given equation.

4.1.10

• If y = 0, then (1) takes the from xx = 0, and there is no solution.

• If y = 1, then (2) takes the form x3 = 1, which gives x = 1. So we have
(x1, y1) = (1, 1).

• If y = −1, then (1) takes the form xx−1 = 1, which gives x = ±1, and we
have (x2, y2) = (1,−1), as the other pair (−1,−1) does not satisfy (2).

Now consider y �= 0,±1. From (2) it follows that

x = y
x+y
3 .
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Substitute this into (1) we obtain

y
(x+y)2

3 = y12,

which gives (x + y)2 = 36, or equivalently, x + y = ±6.

(i) If x + y = 6 then (2) gives y6 = x3, or equivalently, x = y2. So
y2 + y = 6 gives y = 2,−3 and hence (x3, y3) = (4, 2) and (x4, y4) =
(9,−3).

(ii) If x + y = −6 then (2) gives y3 + 6y2 + 1 = 0. By the theorem
on integer solutions of polynomials with integer coefficients, the only
possible integer solutions should be ±1, and both of ±1 do not satisfy
the equation.

Thus there are four integer solutions.

4.1.11

Since xi > 0, for all positive integers n we have x−n
i > 0. By the Arithmetic-

Geometric Mean inequality

x−n
1 + · · · + x−n

k ≥ k k

√
1

xn
1 · · ·xn

k

and

x1 · · ·xk ≤
(

x1 + · · · + xk

k

)k

=
(

1
k

)k

.

These inequalities give

x−n
1 + · · · + x−n

k ≥ k
k
√

kkn = kn+1.

The equality occurs if and only if x1 = · · · = xk = 1
k .

4.1.12

Note that x = 1 is not a solution. So the inequality is defined for −1 ≤ x < 0
and x > 1.

As
√

x−1
x > 0, we can divide both sides by

√
x−1

x to obtain

√
x + 1 > 1 +

√
x − 1

x
. (1)
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For −1 ≤ x < 0 the left-hand side of (1) is less than 1, while the right-
hand side is greater than 1. So we consider x > 1. In this case, by squaring
(1), we have

x − 1 +
1
x

> 2

√
x − 1

x
. (2)

By the Arithmetic-Geometric Mean inequality, the left-hand side of (2) is
greater than or equal to the right-hand side. The equality occurs if and
only if x − 1 = 1

x , that is x = 1±√
5

2 ; however, the smaller value is not in
the interval (1,∞).

Thus the solutions are all x > 1 (x �= 1+
√

5
2 ).

4.1.13

Let bk =
k(n − k + 1)

2
, we can verify that

b0 = bn+1 = 0,

and that
bk−1 − 2bk + bk+1 = −1 (k = 1, . . . , n).

Assume that there is an index i such that ai > bi. Then the sequence

a0 − b0, a1 − b1, . . . , an+1 − bn+1 (1)

contains at least one positive term. Let aj − bj be the biggest term in (1),
and choose j such that aj−1 − bj−1 < aj − bj .

If either j = 0, or j = n + 1, the required inequalities are obvious.

For 1 ≤ j ≤ n we have

(aj−1 − bj−1) + (aj+1 − bj+1) < 2 (aj − bj) . (2)

By the assumption, ak−1 − 2ak + ak+1 ≥ −1. Substituting −1 = bk−1 −
2bk + bk+1 into this, we obtain

(ak−1 − bk−1) − 2 (ak − bk) + (ak+1 − bk−1) ≥ 0, ∀k = 1, . . . , n.

In particular, for k = j we get

(aj−1 − bj−1) + (aj+1 − bj+1) ≥ 2 (aj − bj) ,

which contradicts (2). Thus ak ≤ bk for all 0 ≤ k ≤ n + 1.

The inequalities ak ≥ −bk are proved in a similar way. This completes
the proof.
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4.1.14

Necessity. Note that if (x, y) is a solution then (−x, y) is also a solution.
Therefore, we should have x = −x, or x = 0. Substituting x = 0 into the
system, we get {

m = 1 − y,

y2 = 1,

which gives m = 0, 2.

Sufficiency. For m = 0 we have{
x2 = 2|x| + |x| − y,

x2 + y2 = 1.

From the second equation it follows that |x|, |y| ≤ 1. Then, expressing the
first equation as x2−|x|+y = 2|x|, we note that |x|2−|x| = |x|(|x|−1) ≤ 0
and hence the left-hand side satisfies x2 − |x| + y ≤ y ≤ 1, while the right-
hand side satisfies 2|x| ≥ 20 ≥ 1. Therefore, the system is equivalent to
x2 − |x| + y = 2|x| = 1, which gives x = 0, y = 1.

For m = 2 we note that the system{
x2 = 2|x| + |x| − y − 2,

x2 + y2 = 1,

has at least the two solutions (0,−1) and (1, 0).

Thus the only value is m = 0, with the unique solution (x, y) = (0, 1).

4.1.15

We have
a

d
− b

d
=

b

d
− c

d
⇐⇒ 2b = a + c. (1)

Also
b

a
:

c

b
=

1 + a

1 + d
:

1 + b

1 + d
⇐⇒ b2

ac
=

1 + a

1 + b
. (2)

Substituting c = 2b − a from (1) into (2), we obtain

b2

a(2b − a)
=

1 + a

1 + b
⇐⇒ b2(1 + b) = a(1 + a)(2b − a),
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or equivalently,
(a − b)(a2 − ab − b2 + a − b) = 0.

If a = b, (1) gives b = c, and hence a = b = c = d. This is impossible.
So a �= b and

a2 − ab − b2 + a − b = 0,

which is equivalent to

b2 + (a + 1)b − a2 − a = 0.

This equation with respect to b has roots

b =
−(a + 1) ±

√
5a2 + 6a + 1

2
.

Since b is an integer, t =
√

5a2 + 6a + 1 is a rational number. Then

a =
−3 ±

√
5t2 + 4

5
, which means that

√
5t2 + 4 = s must be rational. The

last equation is written as

s2 − 5t2 = 4 ⇐⇒
(s

2

)2

− 5
(

t

2

)2

= 1,

or equivalently,
s2
1 − 5t21 = 1,

where s1 =
s

2
, t1 =

t

2
.

The smallest numbers satisfying this equation are s1 = 9, t1 = 4, which
give s = 18, t = 8, and so a = 3; b = 2,−6; c = 1,−15; d = 5,−3. From

this we get the fractions
3
5
,
2
5
,
1
5
.

4.1.16

Let P (x) = x3 + ax2 + bx + c, with roots t, u, v, and Q(x) = x3 + a3x2 +
b3x + c3, whose roots are t3, u3, v3, respectively. By the Viète formula, we
have 

t + u + v = −a,

tu + uv + vt = b,

tuv = −c,
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and 
t3 + u3 + v3 = −a3,

(tu)3 + (uv)3 + (vt)3 = b3,

(tuv)3 = −c3.

Note that

(t + u + v)3 = t3 + u3 + v3 + 3(t + u + v)(tu + uv + vt) − 3tuv,

which gives −a3 = −a3 − 3ab + 3c, or equivalently, c = ab. In this case
Q(x) has the form

Q(x) = x3 + a3x2 + b3x + (ab)3 = (x + a3)(x2 + b3).

This polynomial has a root x = −a, and for the other two roots we should
have b ≤ 0. Thus the conditions are{

ab = c,

b ≤ 0.

4.1.17

Note that for any real number x we always have

[x] ≤ x < [x] + 1.

Then putting [x] = y and x − [x] = z, we have

z2 + z − y2 + y − α = 0,

where y is an integer and z ∈ [0, 1).
Expressing z in terms of y yields

z =
−1 ±

√
∆

2
, ∆ = 1 + 4(y2 − y + α).

Since z ≥ 0, we have

z =
−1 +

√
∆

2
. (1)

So 0 ≤ −1+
√

∆
2 < 1, or, equivalently,

0 ≤ y2 − y + α < 2. (2)
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If x1 > x2 are two distinct nonnegative roots of the given equation,
then y1 > y2. Indeed, since [xi] = yi and xi − [xi] = zi (i = 1, 2), we have
y1 ≥ y2. Assume that y1 = y2. In this case, by (1), z1 = z2, and so x1 = x2.
This is impossible.

Thus y1 > y2. From (2) it follows that

|y2
1 − y1 − y2

2 + y2| < 2,

or equivalently,
(y1 − y2)|y1 + y2 − 1| < 2.

Note that y1, y2 are integer, and so y1 − y2 ≥ 1. Then the last inequality
shows that |y1 + y2 − 1| = 0, 1.

For |y1 + y2 − 1| = 0: y1 + y2 = 1 and hence y1 = 1, y2 = 0.
For |y1 + y2 − 1| = 1: y1 + y2 = 2 and so y1 = 2, y2 = 0. But these

values do not satisfy (y1 − y2)|y1 + y2 − 1| < 2.

Thus we see that if the given equation has two nonnegative distinct
roots x1 > x2, then [x1] = 1, [x2] = 0. Hence,{

x1 =
√

1+4α+1
2 ,

x2 =
√

1+4α−1
2 .

Obviously, this equation cannot have more than two distinct roots.

Finally, from (2) it follows that the possible range of α is 0 ≤ α < 2.

4.1.18

By the Arithmetic-Mean, Geometric-Mean and Harmonic-Mean inequali-
ties, we have

m2
1 + · · · + m2

k ≥
(

m1 + · · · + mk

k

)2

= m2,

and(
1

m1

)2

+· · ·+
(

1
mk

)2

≥
(

1
m1

+ · · · + 1
mk

k

)2

≥
(

k

m1 + · · · + mk

)2

=
1

m2 .

The desired inequality follows.
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4.1.19

Suppose that three solutions are
u

t
,
v

t
,
w

t
with integers u, v, w, t not all even.

By the Viète formula {
u + v + w = 2t,

uv + vw + wu = −2t,

which implies that u2 + v2 + w2 = 4t(t + 1) is divisible by 8. Then u, v, w
must all be even and therefore t is odd.

However,
t

2
= −u

2
· v

2
− v

2
· w

2
− w

2
· u

2
is also an integer, so t is even, which is a contradiction.

Thus the given equation cannot have three distinct rational roots.

4.1.20

Let xk = max{x1, . . . , xn}. Then

n−1∑
i=1

xixi+1 =
k−1∑
i=1

xixi+1 +
n−1∑
i=k

xixi+1

≤ xk

k−1∑
i=1

xi + xk

n−1∑
i=k

xi+1

= xk(p − xk) ≤ p2

4
.

The equality occurs if say x1 = x2 =
p

2
, x3 = · · · = xn = 0. Thus the an-

swer is
p2

4
.

4.1.21

Put xz = yt = u, x + z = y − t = v. Summing up and subtracting the first
and the second equations of the system, we obtain

x2 + z2 = 13, y2 + t2 = 37.
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Hence
(x + z)2 = 13 + 2u, (y − t)2 = 37 − 2u. (1)

That is, we have {
v2 = 13 + 2u,

v2 = 37 − 2u,

which give u = 6, v = ±5. From this it follows that

(x − z)2 = x2 + z2 − 2xz = 13 − 2u = 1 =⇒ x − z = ±1, (2)

and
(y + t)2 = y2 + t2 + 2yt = 37 + 2u = 49 =⇒ y + t = ±7. (3)

Also, (1) becomes

(x + z)2 = 25 ⇐⇒ x + z = ±5, (4)

and
(y − t)2 = 25 ⇐⇒ y − t = ±5. (5)

Combining (2) – (5) yields eight solutions of the given system:

(3, 6, 2, 1); (2, 6, 3, 1); (3,−1, 2,−6); (2,−1, 3,−6);

(−3,−6,−2,−1); (−2,−6,−3,−1); (−3, 1,−2, 6); (−2, 1,−3, 6).

4.1.22

Since p ≤ tk ≤ q, we have (tk − p)(tk − q) ≤ 0, ∀k = 1, . . . , n. Then
n∑

k=1

(tk − p)(tk − q) ≤ 0,

or equivalently,
n∑

k=1

t2k − (p + q)
n∑

k=1

tk + npq ≤ 0.

That is T − (p + q)t + pq ≤ 0. From this it follows that

T

t
2 ≤ −pq

t
2 +

p + q

t
= −pq

(
1
t
− p + q

2pq

)2

+
(p + q)2

4pq
≤ (p + q)2

4pq
.

The equality occurs if and only if

(tk − p)(tk − q) = 0, for all k = 1, . . . , n, and t =
2pq

p + q
.



4.1. ALGEBRA 99

4.1.23

Note that cos2 45◦ =
1
2
, and

1
cos2 10◦

=
1

sin2 80◦

1
sin2 20◦

=
4 cos2 20◦

sin2 40◦
=

2(1 + cos 40◦)
sin2 40◦

=
2(1 + cos 40◦) · 4 cos2 40◦

sin2 80◦

1
sin2 40◦

=
4 cos2 40◦

sin2 80◦
.

Consequently,

1
cos2 10◦

+
1

sin2 20◦
+

1
sin2 40◦

=
1 + 2(1 + cos 40◦) · 4 cos2 40◦ + 4 cos2 40◦

sin2 80◦

=
1 + (3 + 2 cos 40◦) · 4 cos2 40◦

cos2 10◦
.

Furthermore,

1+(3+2 cos 40◦) · 4 cos2 40◦ =1+(3+2 cos 40◦) · 2(1+cos 80◦)

=1+(6+4 cos 40◦+6 cos 80◦+4 cos 40◦ cos 80◦)

=1+[6+4 cos 40◦+6 cos 80◦+2(cos 120◦+cos 40◦)]

=6+6 cos 40◦+6 cos 80◦

=6+6 · 2 cos 60◦ cos 20◦

=6(1+cos 20◦)=12 cos2 10◦.

Thus,

1
cos2 10◦

+
1

sin2 20◦
+

1
sin2 40◦

− 1
cos2 45◦

= 12 − 2 = 10.

4.1.24

From the first equation it follows that

t1 − t2 = a1 − t1.

Substituting this into the second equation, we get

t2 − t3 = a2 + (t1 − t2) = a1 + a2 − t1.



100 CHAPTER 4. SOLUTIONS

Next, substituting this into the third equation yields

t3 − t4 = a3 + (t2 − t3) = a1 + a2 + a3 − t1,

and so on.

Finally, the last two equations are as follows:

tn−1 − tn = an−1 + (tn−2 − tn−1) = a1 + a2 + · · · + an−1 − t1,

and

tn = an + (tn−1 − tn) = a1 + a2 + · · · + an − t1.

Hence,

tn = a1 + · · · + an − t1,

tn−1 = 2a1 + · · · + 2an−1 + an − 2t1,

tn−2 = 3a1 + · · · + 3an−2 + 2an−1 + an − 3t1,

. . . . . . . . . . . . . . . . . . . . .

t2 = (n − 1)a1 + (n − 1)a2 + (n − 2)a3 + · · · + an − (n − 1)t1,
t1 = na1 + (n − 1)a2 + · · · + 2an−1 + an − nt1.

Therefore, the solution of the equation is

t1 =
n

n + 1
a1 +

n − 1
n + 1

a2 + · · · + 2
n + 1

an−1 +
1

n + 1
an,

t2 =
n − 1
n + 1

a1 +
2(n − 1)
n + 1

a2 + · · · + 4
n + 1

an−1 +
2

n + 1
an,

. . . . . . . . . . . . . . . . . . . . .

tn−1 =
2

n + 1
a1 +

4
n + 1

a2 + · · · + 2(n − 1)
n + 1

an−1 +
n − 2
n + 1

an,

tn =
1

n + 1
a1 +

2
n + 1

a2 + · · · + n − 1
n + 1

an−1 +
n

n + 1
an.
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4.1.25

We have

S = cos 144◦ + cos 72◦ = 2 cos 108◦ cos 36◦

= −2 cos 72◦ cos 36◦

=
−2 cos 72◦ cos 36◦ sin 36◦

sin 36◦

=
− cos 72◦ sin 72◦

sin 36◦

=
− sin 144◦

2 sin 36◦

= −1
2
,

and

P = cos 144◦ · cos 72◦ = − cos 72◦ cos 36◦

=
− cos 72◦ cos 36◦ sin 36◦

sin 36◦

=
− cos 72◦ sin 72◦

2 sin 36◦

=
− sin 144◦

4 sin 36◦

= −1
4
.

Therefore, the equation is x2 +
1
2
x − 1

4
= 0, or, equivalently, 4x2+2x−1 =

0.

4.1.26

We have 1 > q > q2 > · · · > qp+1 > 0. Since qp+1 ≤ s ≤ 1, there exists t
such that qt+1 ≤ s ≤ qt. Then, for i ≥ t +1, we have s ≥ qi, and therefore,∣∣∣∣s − qi

s + qi

∣∣∣∣ =
s − qi

s + qi
.

Noticing that

s − qi

s + qi
− 1 − qi

1 + qi
=

2qi(s − 1)
(s + qi)(s − qi)

≤ 0,
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we find
p∏

k=t+1

∣∣∣∣s − qk

s + qk

∣∣∣∣ ≤ p∏
k=t+1

∣∣∣∣1 − qk

1 + qk

∣∣∣∣ . (1)

On the other hand, for each k = 1, . . . , t, we have∣∣∣∣s − qt−(k−1)

s + qt−(k−1)

∣∣∣∣ =
qt−(k−1) − s

qt−(k−1) + s
,

which implies

qt−(k−1) − s

qt−(k−1) + s
− 1 − qk

1 + qk
=

2(qt+1 − s)
qt−(k−1) + s(1 + qk)

≤ 0,

and hence
t∏

k=1

∣∣∣∣s − qk

s + qk

∣∣∣∣ ≤ t∏
k=1

∣∣∣∣1 − qk

1 + qk

∣∣∣∣ . (2)

From (1) and (2) the desired inequality follows.

4.1.27

Since

1
2n − 2k + 1

− 1
2n− k + 1

=
k

(2n − 2k + 1)(2n − k + 1)
,

we have

Sn =
n∑

k=1

k

(2n − 2k + 1)(2n − k + 1)
=

n∑
k=1

1
2n − 2k + 1

−
n∑

k=1

1
2n − k + 1

=
(

1
1

+
1
3

+
1
5

+ · · · + 1
2n − 1

)
−

(
1

n + 1
+

1
n + 2

+ · · · + 1
2n − 1

+
1
2n

)
.

Then

Tn − Sn =
(

1
1

+
1
2

+
1
3

+ · · · + 1
n

+
1

n + 1
+

1
n + 2

+ · · · + 1
2n − 1

+
1
2n

)

−
(

1
1

+
1
3

+
1
5

+ · · · + 1
2n− 1

)
=

1
2

(
1
1

+
1
2

+
1
3

+ · · · + 1
n

)
=

1
2
Tn,

and hence Tn = 2Sn.
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4.1.28

Put x =
√

2 + 3
√

3. Then

x2 = 2 + 2
√

2 3
√

3 + 3
√

9, (1)

and also
x3 = 2

√
2 + 6 3

√
3 + 3

√
2 3
√

9 + 3. (2)
Since 3

√
3 = x −

√
2, from (1) it follows that
3
√

9 = x2 − 2 − 2
√

2 3
√

3
= x2 − 2 − 2

√
2(x −

√
2)

= x2 + 2 − 2x
√

2.

Substituting two expressions for 3
√

3 and 3
√

9 into (2), we get

x3 = 2
√

2 + 6(x −
√

2) + 3
√

2(x2 + 2 − 2x
√

2) + 3,

or equivalently,
x3 + 6x − 3 =

√
2(3x2 + 2).

Squaring both sides yields

x6 − 6x4 − 6x3 + 12x2 − 36x + 1 = 0,

which is the required polynomial.

4.1.29

Since the domain of definition of the given equation is |x| ≤ 1, we can set
x = cos y where y ∈ [0, π]. In this case the left-hand side is written as√

1 + sin y
(√

(1 + cos y)3 −
√

(1 − cos y)3
)

=

√(
sin

y

2
+ cos

y

2

)2
(√(

2 cos2
y

2

)3

−
√(

2 sin2 y

2

)3
)

= 2
√

2
(
sin

y

2
+ cos

y

2

)(
cos3

y

2
− sin3 y

2

)
= 2

√
2
(
sin

y

2
+ cos

y

2

)(
cos

y

2
− sin

y

2

)(
cos2

y

2
+ sin2 y

2
+ sin

y

2
cos

y

2

)
= 2

√
2
(
sin

y

2
+ cos

y

2

)(
cos

y

2
− sin

y

2

)(
1 +

1
2

sin y

)
= 2

√
2
(
cos2

y

2
− sin2 y

2

)(
1 +

1
2

sin y

)
= 2

√
2 cos y

(
1 +

1
2

sin y

)
.



104 CHAPTER 4. SOLUTIONS

Therefore, the given equation is equivalent to

2
√

2 cos y(1 +
1
2

sin y) = 2(1 +
1
2

sin y).

Since 1 +
1
2

sin y �= 0, the last equation gives cos y =
1√
2
; that is, x =

√
2

2
.

4.1.30

From the given equation we observe that t− [t] �= 0. Also note that [t] = 0
does not satisfy the equation. Thus t must not be an integer, and [t] �= 0.
Then t ∈ (n, n + 1) for some positive integer n. In this case the equations
becomes

0.9t =
n

t − n
,

or equivalently,

t2 − nt − 10
9

n = 0.

The last equation has the solutions

t1 =
n

2
− 1

6

√
9n2 + 40, t2 =

n

2
+

1
6

√
9n2 + 40.

Note that t1 < 0, which does not satisfy the equation. When t2 is
greater than n we must have t2 < n + 1, or equivalently, n < 9.

Thus the given equation has eight solutions

t =
n

2
+

1
6

√
9n2 + 40, n = 1, 2, . . . , 8.

4.1.31

Note that x = 0 is not a root of the equation. Then we can write it as

16x2 − mx + (2m + 17) − m

x
+

16
x2

= 0,

or equivalently,
16t2 − mt + (2m − 15) = 0,

where t = x + 1
x , and hence |t| ≥ 2.

From this it follows that the given equation has four distinct real roots
if and only if the quadratic function f(t) = 16t2 −mt + (2m− 15) has two
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distinct real roots t1, t2 which are not in [−2, 2], as the equation |t| = 2
give two equal roots.

First, in order to have two distinct real roots, we must have

∆ = m2−64(2m−15) > 0 ⇐⇒ (m−8)(m−120) > 0 ⇐⇒ m < 8, m > 120.

Next, we note that f(2) = 16 · 4 − 15 > 0, so either t1 < t2 < −2 or
2 < t1 < t2. The first case cannot happen. Indeed, if it does then by the
Viète formula

m

16
= t1 + t2 < −4 ⇐⇒ m < −64 =⇒ t1t2 =

2m − 15
16

< 0,

which is impossible.
Thus we get 2 < t1 < t2, and each of the two equations

x +
1
x

= t1, x +
1
x

= t2,

has two real positive distinct roots, which we denote by x1, x
′
1 and x2, x

′
2,

respectively.
Note that x1x

′
1 = x2x

′
2 = 1. We can assume that 1 < x1 < x2, which

implies that 1 > x′
1 > x′

2. Then we have x′
2, x′

1, x1, x2 form an increasing
geometric progression. Therefore,

x2 = (x1)3, x′
2 = (x′

1)
3,

which implies that

t2 = x2 +
1
x2

= x2 + x′
2

= (x1)3 + (x′
1)

3 = (x1 + x′
1)

[
(x1)2 − x1x

′
1 + (x′

1)
2
]

= (x1 + x′
1)

[
(x1 + x′

1)
2 − 3x1x

′
1

]
= t1

[
(t1)2 − 3

]
.

Then
m

16
= t1 + t2 = t1

[
(t1)2 − 2

]
,

and hence

m = 16t1
[
(t1)2 − 2

]
= t1

[
16(t1)2 − 32

]
= t1 [(mt1 − 2m + 15) − 32] = m(t1)2 − (2m + 17)t1,

which gives

m =
17t1

(t1)2 − 2t1 − 1
.
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Substituting this value of m into the equation f(t1) = 16(t1)2−mt1 +2m−
15 = 0 we obtain

16(t1)4 − 31(t1)3 − 48(t1)2 + 64t1 + 15 = 0.

Denote y = 2t1, we have

y4 − 4y3 − 12y2 + 32y + 15 = 0 ⇐⇒ (y − 5)(y + 3)(y2 − 2y − 1) = 0.

From this it follows that the unique possible value of y for which t1 > 2 is
y = 5. Hence t1 = 5

2 , and so m = 170.
Conversely, for m = 170 the equation 16x4 − 170x3 + 357x2 − 170x +

6 = 0 has four distinct roots
1
8
,
1
2
, 2, 8 which obviously form a geometric

progression with the ratio r = 4.
Thus the only solution to the problem is m = 170.

4.1.32

For each i = 1, . . . , n we have discriminants ∆′
i = (2ai)2 − 4(ai − 1)2 =

4(2ai − 1) ≥ 0 as ai ≥ 1
2 . So the inequalities have solutions

ai −
√

2ai − 1
2

≤ x ≤ ai +
√

2ai − 1
2

. (1)

Note that

max
1
2≤ai≤5

ai +
√

2ai − 1
2

= 4 and min
1
2≤ai≤5

ai −
√

2ai − 1
2

= 0.

Then from (1) it follows that 0 ≤ xi ≤ 4, and so x2
i − 4xi ≤ 0. Therefore,

n∑
i=1

x2
i − 4

n∑
i=1

xi ≤ 0,

which gives
1
n

n∑
i=1

x2
i ≤ 4

n

n∑
i=1

xi.

On the other hand, (
1
n

n∑
i=1

xi − 1

)2

≥ 0,
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or equivalently, (
1
n

n∑
i=1

xi + 1

)2

≥ 4
n

n∑
i=1

xi.

Thus
1
n

n∑
i=1

x2
i ≤

(
1
n

n∑
i=1

xi + 1

)2

and the desired inequality follows.

4.1.33

For a particular case x1 = · · · = xn−1 = 1 and xn = 2 we get (n− 1) + 4 ≥
2(n − 1), which implies that n ≤ 5.

We rewrite the inequality as a quadratic function with respect to xn:

x2
n − (x1 + · · · + xn−1)xn + (x2

1 + · · · + x2
n−1) ≥ 0, ∀xn,

which is equivalent to

∆ = (x1 + · · · + xn−1)2 − 4(x2
1 + · · · + x2

n−1) ≤ 0. (2)

By Cauchy-Schwarz inequality for x1, . . . , xn−1 and 1, . . . , 1︸ ︷︷ ︸
(n−1) times

we have

(12 + · · · + 12)(x2
1 + · · · + x2

n−1) ≥ (1 · x1 + · · · + 1 · xn−1)2,

or equivalently,

(n − 1)(x2
1 + · · · + x2

n−1) ≥ (x1 + · · · + xn−1)2,

as n − 1 ≤ 4. So (2) is proven.

Thus n = 2, 3, 4, 5.

4.1.34

Note that for k = t = 0 the equality occurs.
Put

At,k =
n∑

i=1

(ai)2
k

(S − ai)2
t−1

.
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By Cauchy-Schwarz inequality

(n − 1)S · At,k ≥ A2
t−1,k−1, (1)

(n − 1)S · At−1,k−1 ≥ A2
t−2,k−2, (2)

. . . . . . . . . . . . . . .

(n − 1)S · A1,k−t+1 ≥ A2
0,k−t. (t)

Take the power of degree 2s−1 both sides of the s-th inequality (1 ≤ s ≤
t) and multiply all results, after some simplifications, we obtain

(n − 1)
∑ t−1

s=0 2s · S
∑ t−1

s=0 2s · At,k ≥ (A0,k−t)2
t

.

Furthermore, by Arithmetic-Geometric Mean inequality

2k−t

√∑n
i=1(ai)2

k−t

n
≥ S

n
.

Notice that A0,k−t =
∑n

i=1(ai)2
k−t

, we then have

(n − 1)2
t−1 · S2t−1 · At,k ≥ S2k

n2k−2t ,

and the desired inequality follows. The equality occurs if and only if a1 =
· · · = an.

Thus the problem is proved, and the equality occurs when either k =
t = 0 and for any (ai), or a1 = · · · = an.

4.1.35

Let x1, . . . , xn be n real roots of the polynomial. By Viète formula we have

n∑
i=1

xi = n,

n∑
i,j=1
i<j

xixj =
n2 − n

2
.

Then
n∑

i=1

x2
i =

(
n∑

i=1

xi

)2

− 2
n∑

i,j=1
i<j

xixj = n2 − n2 + n = n
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and
n∑

i=1

(xi − 1)2 =
n∑

i=1

x2
i − 2

n∑
i=1

xi + n = n − 2n + n = 0.

The last equation shows that xi = 1 for all i, and P (x) = (x − 1)n. So
coefficients are

ak = (−1)k

(
n

k

)
, k = 0, 1, . . . , n.

4.1.36

Note that | sin t| ≤ |t| for all real t. Then we have∣∣∣∣∣
n∑

k=0

sin(α + k)x
N + k

∣∣∣∣∣ ≤
n∑

k=0

| sin(α + k)x|
N + k

≤
n∑

k=0

(α + k)|x|
N + k

≤
n∑

k=0

|x| = (n+1)|x|.

Now we prove that∣∣∣∣∣
n∑

k=0

sin(α + k)x
N + k

∣∣∣∣∣ ≤ 1
N | sin x

2 |
.

Case 1: x = 2kπ (k ∈ Z), then sin x
2 = 0, the inequality always holds.

Case 2: x �= 2kπ (k ∈ Z), then sin x
2 �= 0. Using the following transfor-

mation
n∑

i=0

aibi =
n−1∑
i=0

Ai(bi − bi+1) + Anbn,

where Ai = a0 + · · · + ai, we have

n∑
k=0

sin(α + k)x
N + k

=
n−1∑
k=0

Sk

(
1

N + k
− 1

N + k + 1

)
+ Sn

1
N + n

,

where

Sk =
k∑

i=0

sin(α + i)x.
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Then∣∣∣∣∣
n∑

k=0

sin(α + k)x
N + k

∣∣∣∣∣ =

∣∣∣∣∣
n−1∑
k=0

Sk

(
1

N + k
− 1

N + k + 1

)
+ Sn

1
N + n

∣∣∣∣∣
≤ max

0≤i≤n
|Sk|

(
n−1∑
k=0

(
1

N + k
− 1

N + k + 1

)
+

1
N + n

)

=
1
N

max
0≤i≤n

|Sk|.

Note also that

|Sk| =

∣∣∣∣∣
k∑

i=0

sin(α + i)x

∣∣∣∣∣ =

∣∣∣∣∣ sin(αx + kx
2 ) sin (k+1)x

2

sin x
2

∣∣∣∣∣ ≤ 1
| sin x

2 |
,

for all 0 ≤ k ≤ n. Therefore, we obtain∣∣∣∣∣
n∑

k=0

sin(α + k)x
N + k

∣∣∣∣∣ ≤ 1
N | sin x

2 |
.

This completes the proof.

4.1.37

Note that

3k + 1
3k

+
3k + 2
3k + 1

+
3k + 3
3k + 2

= 3 +
1
3k

+
1

3k + 1
+

1
3k + 2

and
3k + 1

3k
· 3k + 2
3k + 1

· 3k + 3
3k + 2

=
k + 1

k
,

by the Arithmetic-Geometric Mean inequality, we have

3 +
1
3k

+
1

3k + 1
+

1
3k + 2

> 3 3

√
k + 1

k
.

Then

3
995∑
k=1

3

√
k + 1

k
<

995∑
k=1

(
3 +

1
3k

+
1

3k + 1
+

1
3k + 2

)
,

and hence
995∑
k=1

3

√
k + 1

k
− 1989

2
< 995 − 1989

2
+

995∑
k=1

1
3

(
1
3k

+
1

3k + 1
+

1
3k + 2

)
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=
1
2

+
(

1
9

+
1
12

+ · · · + 1
8961

)
=

1
3

+
1
6

+
(

1
9

+
1
12

+ · · · + 1
8961

)
.

4.1.38

Let x1, . . . , x10 be 10 real roots of P (x). By Viète formula

10∑
i=1

xi = 10,

10∑
i,j=1
i<j

xixj = 39.

Then, since (
10∑

i=1

xi

)2

=
10∑

i=1

x2
i + 2

10∑
i,j=1
i<j

xixj ,

we get
10∑

i=1

x2
i = 100 − 2 · 39 = 22.

On the other hand,

10∑
i=1

(xi − 1)2 =
10∑

i=1

x2
i − 2

10∑
i=1

xi +
10∑

i=1

1 = 22 − 2 · 10 + 10 = 12,

which implies that (xi − 1)2 ≤ 12 < (3.5)2, ∀1 ≤ i ≤ 10, and hence
−2.5 < xi < 4.5, for all i = 1, . . . , 10.

4.1.39

Put yi = 1 − xi, we have 0 ≤ yi ≤ 2 and
n∑

i=1

yi = 3. Then

x2
1 + · · · + x2

n ≤ n − 1 ⇐⇒
n∑

i=1

y2
i ≤ 5.

Note that there are at most two yi’s greater than 1. Then we have the
following cases:



112 CHAPTER 4. SOLUTIONS

Case 1: 0 ≤ yi ≤ 1, ∀i = 1, . . . , n. In this case y2
i ≤ yi and hence

n∑
i=1

y2
i ≤

n∑
i=1

yi = 3 < 5.

Case 2: There is only say y1 > 1. In this case
n∑

i=1

y2
i ≤ y2

1 +
n∑

i=2

yi = y1(y1 − 1) +
n∑

i=1

yi ≤ 2 · 1 + 3 = 5.

Case 3: There are say y1, y2 > 1. In this case
n∑

i=1

y2
i ≤ y2

1 + y2
2 +

n∑
i=3

yi = y1(y1 − 1) + y2(y2 − 1) +
n∑

i=1

yi

≤ 2(y1 − 1) + 2(y2 − 1) + 3 = 2(y1 + y2) − 1 ≤ 2 · 3 − 1 = 5.

4.1.40

Note that 0 <
n
√

n
n < 1 for n > 1. By the Arithmetic-Geometric Mean

inequality, we have

1 + · · · + 1︸ ︷︷ ︸
(n−1) times

+
(
1 +

n
√

n
n

)
n

>
n

√
1 +

n
√

n

n
,

and
1 + · · · + 1︸ ︷︷ ︸
(n−1) times

+
(
1 − n

√
n

n

)
n

>
n

√
1 −

n
√

n

n
.

Combining these results yields the desired inequality.

4.1.41

For x ≥ 0 we see that P (x) ≥ 1 > 0. So to prove the problem it suffices to
show that P (x) > 0 for x ∈

(
1−√

5
2 , 0

)
.

Indeed, for x < 0, x �= −1 we always have

P (x) ≥ 1 + x + x3 + x5 + · · ·+ x1991 = 1 + x
1 − x996

1 − x2
=

1 − x2 + x − x997

1 − x2
.

Note that if x ∈
(

1−√
5

2 , 0
)

then 1 − x2 > 0, −x997 > 0, 1 − x2 + x > 0,
and therefore, P (x) > 0. The desired conclusion follows.
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4.1.42

By Cauchy-Schwarz inequality we have

(4xv + 3yu)2 = (x
√

2 · 2v
√

2 + y
√

3 · u
√

3)2 ≤ (2x2 + 3y2)(8v2 + 3u2) = 60,

which gives
4xv + 3yu ≤ 2

√
15.

Combining this and 4xv + 3yu ≥ 2
√

15 yields 4xv + 3yu = 2
√

15. The
equality occurs if and only if

x
√

2
2v

√
2

=
y
√

3
u
√

3
,

which shows that xv and yu must be positive. Then

2x2

8v2
=

3y2

3u2
=

2x2 + 3y2

8v2 + 3u2
=

10
6

,

and hence x = 2v
√

5√
3

, y = u
√

5√
3

. Thus

S = x + y + u =
2v

√
5√

3
+

(√
5√
3

+ 1

)
u.

Applying again Cauchy-Schwarz inequality, we have

S2 =

(√
5√
6
· 2v

√
2 +

√
5 +

√
3

3
· u

√
3

)2

≤
(

5
6

+
8 + 2

√
15

9

)(
8v2 + 3u2

)
=

31 + 4
√

15
3

,

which gives

−
√

31 + 4
√

15
3

≤ S ≤
√

31 + 4
√

15
3

.

Moreover, S =
√

31+4
√

15
3 at u1 =

√
16+4

√
15

23+2
√

15
, v1 =

√
45

92+8
√

15
, that is,

x1 = 2v1
√

5√
3

, y1 = u1
√

5√
3

.

Similarly, S = −
√

31+4
√

15
3 at u2 = −u1, v2 = −v1, that is, x2 =

2v2
√

5√
3

= − 2v1
√

5√
3

, y2 = u2
√

5√
3

= −u1
√

5√
3

.

Thus the minimum and maximum values of S are −
√

31+4
√

15
3 and√

31+4
√

15
3 , respectively.
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4.1.43

We rewrite the given equation as

60T (x) = 60(x2 − 3x + 3)P (x) = (3x2 − 4x + 5)Q(x).

Since polynomials 60(x2−3x+3) and 3x2−4x+5 have no real roots, they are
co-prime. Then the existence of polynomials P (x), Q(x), T (x) that satisfy
the problem, is equivalent to the existence of a polynomial S(x) such that

60(x2 − 3x + 3)S(x), (3x2 − 4x + 5)S(x)

and
(3x2 − 4x + 5)(x2 − 3x + 3)S(x)

all are polynomials with positive integer coefficients.

We find S(x) in combination with (x + 1)n.
Choose n so that P1(x) = (3x2 − 4x + 5)(x + 1)n is a polynomial with

positive integer coefficients. We have

P1(x) = 3xn+2 +
[
3
(

n

1

)
− 4

]
xn+1

+
n−1∑
k=1

[
3
(

n

k + 1

)
− 4

(
n

k

)
+ 5

(
n

k − 1

)]
xn−k+1

+
[
5
(

n

n − 1

)
− 4

]
x + 5.

Note that 3
(
n
1

) − 4 and 5
(

n
n−1

) − 4 are positive integers for all n ≥ 2.
Then coefficients of xn−k+1 are positive integers for all 1 ≤ k ≤ n − 1 if
and only if

3
(

n

k + 1

)
− 4

(
n

k

)
+ 5

(
n

k − 1

)
> 0,

that is,

12k2 − 2(5n− 1)k + 3n2 − n − 4 > 0, ∀k = 1, 2, . . . , n − 1.

In this case we must have ∆ = 11n2 − 2n − 49 > 0, which is true for all
n ≥ 3.

Similarly, Q1(x) = (x2 − 3x + 3)(x + 1)n is a polynomial with positive
integer coefficients for all n ≥ 15.
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From the above discussion, we conclude that S(x) = (x + 1)18 satisfies
the required conditions, and hence the desired polynomials can be chosen,
for example, as follows.

P (x) = (3x2 − 4x + 5)(x + 1)18,
Q(x) = 60(x2 − 3x + 3)(x + 1)18,
T (x) = (3x2 − 4x + 5)(x2 − 3x + 3)(x + 1)18.

4.1.44

The domain of definition is x ≥ −1. We rewrite the given equation as
follows

x3 − 3x2 − 8x + 40 = 8 4
√

4x + 4 = 0, x ≥ −1.

For the right-hand side, by the Arithmetic-Geometric Mean inequality,
we have

8 4
√

4x + 4 = 4
√

24 · 24 · 24 · (4x + 4) ≤ 24 + 24 + 24 + (4x + 4)
4

= x + 13.

The equality occurs if and only if 24 = 4x + 4 ⇐⇒ x = 3.

We show that for the left-hand side the following inequality holds

x3 − 3x2 − 8x + 40 ≥ x + 13, x ≥ −1.

Indeed, this is equivalent to (x−3)2(x+3) ≥ 0, which is true. The equality
occurs if and only if x = 3.

Thus
8 4
√

4x + 4 ≤ x + 13 ≤ x3 − 3x2 − 8x + 40,

and the equalities occur if and only if x = 3. This is obviously the only
solution of the given equation.

4.1.45

The domain of definition is x > 0, y > 0. The system is equivalent to{
1 + 1

x+y = 2√
3x

1 − 1
x+y = 4

√
2√

7y

⇐⇒
{

1
x+y = 1√

3x
− 2

√
2√

7y

1 = 1√
3x

+ 2
√

2√
7y

.
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Multiplying both equations yields

1
x + y

=
1
3x

− 8
7y

,

or equivalently, (y − 6x)(7y + 4x) = 0, which give only y = 6x, as x, y > 0.

Substituting y = 6x into either of two equations of the system, we get√
x = 2+

√
7√

21
. This gives a unique solution

x =
11 + 4

√
7

21
, and y =

22 + 8
√

7
7

.

4.1.46

Put 
p = a + b + c + d,

q = ab + ac + ad + bc + bd + cd,

r = abc + bcd + cda + dab,

s = abcd.

By Viète formula, four nonnegative numbers a, b, c, d are roots of a polyno-
mial P (x) = x4 − px3 + qx2 − rx + s. Then P ′(x) = 4x3 − 3px2 + 2qx − r
has three nonnegative roots α, β, γ.

Again by Viète formula we have
α + β + γ = 3

4p,

αβ + βγ + γα = 1
2q,

αβγ = 1
4r.

In this case, we can rewrite the assumption of the problem as

2(ab+ ac+ ad+ bc+ bd+ cd)+ abc+ abd+ acd+ bcd = 16 ⇐⇒ 2q + r = 16,

or equivalently,
αβ + βγ + γα + αβγ = 4.

Then the problem is reduced to the inequality

α + β + γ ≥ αβ + βγ + γα.

We prove this inequality.
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Without loss of generality we can assume that γ = min{α, β, γ}. Since
α, β > 0, we have

α + β + αβ > 0,

and

γ =
4 − αβ

α + β + αβ
.

Then

α + β + γ − (αβ + βγ + γα) = α + β + γ + αβγ − (αβ + βγ + γα + αβγ)

= α + β + γ + αβγ − 4

= α + β +
4 − αβ

α + β + αβ
+

αβ(4 − αβ)

α + β + αβ
− 4

=
(α + β)2 − 4(α + β) + 4 + αβ(α + β − αβ − 1)

α + β + αβ

=
(α + β − 2)2 − αβ(α − 1)(β − 1)

α + β + αβ
.

Since α + β + αβ > 0, it remains to prove that

M = (α + β − 2)2 − αβ(α − 1)(β − 1) ≥ 0.

There are two cases.

Case 1: If (α − 1)(β − 1) ≤ 0, then M ≥ 0. The equality occurs if and
only if α = β = 1, and so γ = 1.

Case 2: If (α − 1)(β − 1) > 0, then

(α + β − 2)2 = [(α − 1) + (β − 1)]2 ≥ 4(α − 1)(β − 1).

Also from

γ =
4 − αβ

α + β + αβ

it follows that αβ ≤ 4. Then

(α + β − 2)2 ≥ αβ(α − 1)(β − 1),

that is, M ≥ 0. The equality occurs if and only if γ = 0 and α = β = 2.
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4.1.47

Note that if u 3
√

3 + v 3
√

9 = 0 with u, v ∈ Q then u = v = 0.

1) Consider a polynomial P (x) = ax+ b with a, b ∈ Q. If P (x) satisfies the
problem, that is, a( 3

√
3+ 3

√
9)+b = 3+ 3

√
3, then (a−1) 3

√
3+a 3

√
9 = 3−b ∈ Q

and hence a = 0 = a − 1. This is impossible, and so there does not exist
such a linear polynomial.

Now consider a quadratic P (x) = ax2 + bx + c with a, b, c ∈ Q. From
f( 3

√
3 + 3

√
9) = 3 + 3

√
3 which is equivalent to

(a + b) 3
√

9 + (3a + b) 3
√

3 + 6a + c = 3 + 3
√

3,

it follows that 
a + b = 0,

3a + b = 1,

6a + c = 3,

or equivalently, a = 1
2 , b = − 1

2 , c = 0. Thus P (x) = 1
2 (x2 − x) is only

solution to the problem.

2) Put s = 3
√

3+ 3
√

9 we have s3 = 9s+12. This shows that the polynomial
G(x) = x3 − 9x − 12 has s as its root.

Assume that there exists a polynomial P (x) of degree n ≥ 3 with integer
coefficients satisfying P (s) = 3 + 3

√
3. Then by long division, we have

P (x) = G(x) · Q(x) + R(x),

where Q(x) and R(x) are polynomials with integer coefficients, and deg(R) <
3. In this case

P (s) = G(s) · Q(s) + R(s) = 0 · Q(s) + R(s) = R(s),

that is, R(s) = 3 + 3
√

3. This is impossible, because by 1) there exists a
unique polynomial of degree ≤ 2 with rational coefficients satisfying the
given condition, which is 1

2 (x2 − x).

So there does not exist such a polynomial P (x).

4.1.48

Rewrite the given equation as

1998
x1 + 1998

+
1998

x2 + 1998
+ · · · + 1998

xn + 1998
= 1.
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Putting yi =
xi

1998
(i = 1, . . . , n) we get the equation

1
1 + y1

+
1

1 + y2
+ · · · + 1

1 + yn
= 1. (1)

Note also that xi, yi > 0 for all i. Then we have
n
√

x1 · · ·xn

n − 1
≥ 1998 ⇐⇒ x1 · · ·xn ≥ 1998n(n − 1)n,

or equivalently,
y1 · · · yn ≥ (n − 1)n. (2)

So the problem can be restated as follow: if n positive numbers y1, . . . , yn

satisfy (1), then (2) holds.

Again put zi =
1

1 + yi
(i = 1, . . . , n), we have

n∑
i=1

zi = 1, 0 < zi < 1.

Let P =
n∏

i=1

zi, by the Arithmetic-Geometric Mean inequality, we have

1 − zi =
n∑

j=1,j �=i

zj ≥ (n − 1) n−1

√√√√ n∏
j=1,j �=i

zj = (n − 1)
(

P

zi

) 1
n−1

,

which implies that

n∏
i=1

yi =
n∏

i=1

1 − zi

zi
=

1
P

n∏
i=1

(1 − zi) ≥
1
P

n∏
i=1

[
(n − 1)

(
P

zi

) 1
n−1

]

=
1
P

(n − 1)n P
n

n−1∏n
i=1 z

1
n−1
i

= (n − 1)n P
1

n−1

P
1

n−1
= (n − 1)n.

The equality occurs if and only if z1 = · · · = zn, or y1 = · · · = yn, that is
x1 = · · · = xn = 1998(n− 1).

4.1.49

We prove a general case, when 1998 is replaced by a positive integer k.

Let P (x) =
m∑

i=0

aix
i (am �= 0). Then P (xk − x−k) = xn − x−n is

equivalent to
m∑

i=0

ai
(x2k − 1)i

xki
=

x2n − 1
xn

, (1)
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that is,
m∑

i=0

aix
n(x2k − 1)ixk(m−i) = xkm(x2n − 1), ∀x �= 0.

The polynomial on the left is of degree n + 2km, while that on the right is
of degree 2n + km, and so n = km.

Now we prove that m must be odd. Indeed, assume that m is even.
Then putting y = xk, we can rewrite the given equation as follows

P

(
y − 1

y

)
= ym − 1

ym
, ∀y �= 0. (2)

Substituting y = 2 and then y = − 1
2 into (2) we obtain

P

(
3
2

)
= 2m − 1

2m
> 0 and P

(
3
2

)
=

1
2m

− 2m < 0,

which contradict each other.
Thus if there exists a polynomial satisfying requirements of the problem

then n = km with m odd.

We now prove that the converse is also true. Suppose that n = km with
m odd. Put again y = xk, we show, by induction along m, that there exists
a polynomial P (x) that satisfies (2).

For m = 1, we can see that P1(y) = y satisfies (2). If m = 3 then
P3(y) = y3 + 3y satisfies (2). Suppose that we have P1, P3, . . . , Pm satisfy
(2). Consider

Pm+2(x) = (x2 + 2)Pm(x) − Pm−2(x).

By the inductive hypothesis, note that y �= 0, we have

Pm+2

(
y − 1

y

)
=

[(
y − 1

y

)2

+ 2

]
Pm

(
y − 1

y

)
− Pm−2

(
y − 1

y

)
=

(
y2 +

1
y2

)(
ym − 1

ym

)
−

(
ym−2 − 1

ym−2

)
= ym+2 − 1

ym+2

(y �= 0).

By induction principle, the converse is proven.

Now back to the given problem, we conclude that n = 1998m with m
odd.
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4.1.50

The domain of definition is y2 + 2x > 0. Put z = 2x − y the first equation
is written as

(1 + 4z) · 51−z = 1 + 21+z,

or equivalently,
1 + 4z

5z
=

1 + 2z+1

5
.

Note that the left-hand side is decreasing, while the right-hand side is in-
creasing, and z = 1 is a solution, so it is the unique solution of the first
equation.

Thus 2x − y = 1, that is, x = y+1
2 . Substituting this into the second

equation we get

y3 + 2y + 3 + log(y2 + y + 1) = 0.

The left-hand side is increasing, and y = −1 is a solution and therefore this
is a unique solution of the equation.

We conclude that the only solution of the system is (x, y) = (0,−1).

4.1.51

We write the given condition as follows

a
1
b

+
1
b
c + ca = 1.

Since a, b, c > 0, there exist A, B, C ∈ (0, π) such that A + B + C = π and
a = tan A

2 , 1
b = tan B

2 , c = tan C
2 .

Note that

1 + tan2 x =
1

cos2 x
, 1 + cos 2x = 2 cos2 x, 1 − cos 2x = 2 sin2 x,

we have

P = 2 cos2
A

2
− 2 sin2 B

2
+ 3 cos2

C

2

= (1 + cosA) − (1 − cosB) + 3
(

1 − sin2 C

2

)
= −3 sin2 C

2
+ 2 sin

C

2
cos

A − B

2
+ 3

= −3
(

sin
C

2
− 1

3
cos

A − B

2

)2

+
1
3

cos2
A − B

2
+ 3.
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This shows that

P ≤ 1
3

cos2
A − B

2
+ 3 ≤ 1

3
+ 3 =

10
3

,

the equality occurs when{
sin C

2 = 1
3 cos A−B

2

cos A−B
2 = 1

⇐⇒
{

A = B

sin C
2 = 1

3 .

4.1.52

We have
2
5
≤ z ≤ min{x, y} =⇒ 1

z
≤ 5

2
;

z

x
≤ 1.

Also
xz ≥ 4

15
=⇒ 1

xz
≤ 15

4
,

or equivalently,
1√
x
≤

√
15
2

√
z.

From these facts it follows that

1
x

+
1
z

=
2
x

+
1
z
− 1

x

=
2√
x

1√
x

+
1
z

(
1 − z

x

)
≤ 2√

x

√
15
2

√
z +

5
2

(
1 − z

x

)
.

Furthermore, by the Arithmetic-Geometric Mean inequality, we have

2√
x

√
15
2

√
z = 2

√
3
2
· 5z

2x
≤ 3

2
+

5z

2x
.

Then we obtain

1
x

+
1
z
≤ 3

2
+

5z

2x
+

5
2

(
1 − z

x

)
= 4.

Similarly, we can prove that

1
y

+
1
z
≤ 9

2
.
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Thus

P (x, y, z) =
1
x

+
2
y

+
3
z

=
1
x

+
1
z

+ 2
(

1
y

+
1
z

)
≤ 4 + 9 = 13.

The equality occurs if and only if x = 2
3 , y = 1

2 , z = 2
5 .

4.1.53

Rewrite the inequality in a form

−6a(a2 − 2b) ≤ −27c + 10(a2 − 2b)3/2. (1)

Let α, β, γ be three real roots of the given polynomial. By Viète formula
α + β + γ = −a,

αβ + βγ + γα = b,

αβγ = −c,

and therefore,

α2 + β2 + γ2 = (α + β + γ)2 − 2(αβ + βγ + γα) = a2 − 2b.

Then the inequality is equivalent to

6(α + β + γ)(α2 + β2 + γ2) ≤ 27αβγ + 10(α2 + β2 + γ2)3/2.

Consider two cases.

Case 1: α2 + β2 + γ2 = 0.
Then α = β = γ = 0 and the inequality is obvious.

Case 2: α2 + β2 + γ2 > 0.
Then without loss of generality we can assume that |α| ≤ |β| ≤ |γ| and

α2 + β2 + γ2 = 9. In this case the inequality is equivalent to

2(α + β + γ) − αβγ ≤ 10.

Note also that 3γ2 ≥ α2 + β2 + γ2, which implies that γ2 ≥ 3.

We have

[2(α + β + γ) − αβγ]2 = [2(α + β) + γ(2 − αβ)]2

≤ [
(α + β)2 + γ2

] · [4 + (2 − αβ)2
]

(by Cauchy-Schwarz inequality)
= (9 + 2αβ)

[
8 − 4αβ + (αβ)2

]
= 2(αβ)3 + (αβ)2 − 20(αβ) + 72
= (αβ + 2)2(2αβ − 7) + 100.
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From γ2 ≥ 3 it follows that 2αβ ≤ α2 + β2 = 9 − γ2 ≤ 6. Then

[2(α + β + γ) − αβγ]2 ≤ 100,

or equivalently,
2(α + β + γ) − αβγ ≤ 10.

The equality occurs if and only if

|α| ≤ |β| ≤ |γ|,
α2 + β2 + γ2 = 9,
α+β

2 = γ
2−αβ ,

αβ + 2 = 0,

2(α + β + γ) − αβγ ≥ 0,

which is equivalent to
α = −1, β = γ = 2.

From both cases it follows that the equality in the problem occurs if
and only if (a, b, c) is any permutation of (−k, 2k, 2k) with k ≥ 0.

4.1.54

1) Note that both P (x) and Q(x) have no zero root, and so a, b �= 0. The
equality a2 + 3b2 = 4 gives a < 2 and b < 1.2. We then have

P (−2) = −1, P (−1) = 18, P (1.5) = −4.5, P (1.9) = 0.716,

which shows that P (x) has three distinct real roots and the largest is a ∈
(1.5, 1.9).

Similarly, from

Q(−2) = −57, Q(−1) = 2, Q(0.3) = −0.236, Q(1) = 12,

it follows that Q(x) has three distinct real roots and the largest is b ∈
(0.3, 1).

2) We have P (a) = 0 ⇐⇒ 4a3 − 15a = 2a2 − 9. Squaring both sides of this
equation we obtain

16a6 − 124a4 + 261a2 − 81 = 0. (1)
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Note that 4 − a2 > 0, as a ∈ (1.5, 1.9). We show that x0 =
√

3(4−a2)

3 is
a root of Q(x). Indeed,

Q(x0) =
4
3
(4 − a2)

√
3(4 − a2) + 2(4 − a2) − 7

3

√
3(4 − a2) + 1

=
(

9 − 4a2

3

)√
3(4 − a2) + 9 − 2a2.

As 2a2 < 9 < 4a2, we have 9 − 2a2 > 0 and 4a2 − 9 > 0. Then the
equality Q(x0) = 0 is equivalent to(

9 − 4a2

3

)√
3(4 − a2) + 9 − 2a2 = 0

⇐⇒
(

4a2 − 9
3

)√
3(4 − a2) = 9 − 2a2

⇐⇒ (4a2 − 9)2
[
3(4 − a2)

]
= 9(9 − 2a2)2

⇐⇒ 3(16a6 − 124a4 + 261a2 − 81) = 0,

which is true, by (1).

Moreover, from a ∈ (1.5, 1.9) it follows that
√

1.17 < 3x0 <
√

5.25, and
so 0.3 < x0 < 1. Since x = b is the unique root of Q(x) in the interval
(0.3, 1), we conclude that x0 = b, that is,√

3(4 − a2)
3

= b,

or equivalently, a2 + 3b2 = 4.

4.1.55

Adding to the first equation the second one, multiplying by 3, we get

x3 + 3x2 + 3xy2 − 24xy + 3y2 = 24y − 51x − 49
⇐⇒ (x3 + 3x2 + 3x + 1) + 3y2(x + 1) − 24y(x + 1) + 48(x + 1) = 0
⇐⇒ (x + 1)

[
(x + 1)2 + 3y2 − 24y + 48

]
= 0

⇐⇒ (x + 1)
[
(x + 1)2 + 3(y − 4)2

]
= 0.

Case 1: If x + 1 = 0, then x = −1. Substituting this value into the
first equation we obtain y = ±4.

Case 2: If (x + 1)2 + 3(y − 4)2 = 0, then x = −1 and y = 4.

Thus there are two solutions (−1,±4).
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4.1.56

Note that x, y, z �= 0. Then we can write equivalently the system as follows
x(x2 + y2 + z2) − 2xyz = 2
y(x2 + y2 + z2) − 2xyz = 30
z(x2 + y2 + z2) − 2xyz = 16

⇐⇒


x(x2 + y2 + z2) − 2xyz = 2
(y − z)(x2 + y2 + z2) = 14
(z − x)(x2 + y2 + z2) = 14

⇐⇒


x(x2 + y2 + z2) − 2xyz = 2
(y − z)(x2 + y2 + z2) = 14
y = 2z − x

⇐⇒


2x3 − 2x2z + xz2 = 2
−2x3 + 6x2z − 9xz2 + 5z3 = 14
y = 2z − x

⇐⇒


2x3 − 2x2z + xz2 = 2
5z3 − 16xz2 + 20x2z − 16x3 = 0
y = 2z − x.

As x, z �= 0, put t =
z

x
, we have

5t3 − 16t2 + 20t− 16 = 0 ⇐⇒ (t − 2)(5t2 − 6t + 8) = 0 ⇐⇒ t = 2.

Hence z = 2x and the system is equivalent to
2x3 − 2x2z + xz2 = 2
z = 2x

y = 2z − x

⇐⇒ x = 1, y = 3, z = 2.

4.1.57

Note that P (a, b, c) is homogeneous, that is P (ta, tb, tc) = P (a, b, c), ∀t > 0.
Also note that if (a, b, c) satisfy conditions of the problem, then so does
(ta, tb, tc), t > 0. Therefore, w.l.o.g. we can assume that a + b + c = 4,
and hence abc = 2. So the problem can be restated as follows: find the
maximum and minimum values of

P =
1

256
(a4 + b4 + c4),

if a, b, c > 0 satisfying a + b + c = 4 and abc = 2.
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Put A = a4 + b4 + c4, B = ab + bc + ca, we have

A = (a2 + b2 + c2)2 − 2(a2b2 + b2c2 + c2a2)
= [(a + b + c)2 − 2(ab + bc + ca)]2 − 2[(ab + bc + ca)2 − 2abc(a + b + c)]
= (16 − 2B)2 − 2(B2 − 16)
= 2(B2 − 32B + 144).

By conditions a + b + c = 4 and abc = 2, the inequality (b + c)2 ≥ 4bc
is equivalent to

(4 − a)2 ≥ 8
a

⇐⇒ a3 − 8a2 + 16a− 8 ≥ 0

⇐⇒ (a − 2)(a2 − 6a + 4) ≥ 0

⇐⇒ 3 −
√

5 ≤ a ≤ 2 (as a ∈ (0, 4)).

By symmetry, we also have 3 −√
5 ≤ b ≤ 2 and 3 −√

5 ≤ c ≤ 2.

Then we have

(a − 2)(b − 2)(c − 2) ≤ 0 ⇐⇒ abc − 2(ab + bc + ca) + 4(a + b + c) − 8 ≤ 0
⇐⇒ 10 − 2B ≤ 0
⇐⇒ 5 ≤ B.

Similarly, from [a − (3 −
√

5)][b − (3 −
√

5)][c − (3 −
√

5)] ≥ 0 we get

8
√

5 − 14 − (3 −
√

5)B ≥ 0 ⇐⇒ B ≤ 5
√

5 − 1
2

.

Since A = 2(B2−32B+144), as a quadratic function of B, is decreasing

on (0, 16) ⊃
[
5,

5
√

5 − 1
2

]
, we obtain

Amin = A
∣∣
B= 5

√
5−1
2

= 383 − 165
√

5, Amax = A
∣∣
B=5

= 18,

that is,

Pmin =
383 − 165

√
5

256
, occurs at say a = 3 −

√
5, b = c =

1 +
√

5
2

,

Pmax =
9

128
, occurs at say a = 2, b = c = 1.
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4.1.58

The domain of definition is x ≥ −1, y ≥ −2. We write the assumption of
the problem as follows

x + y = 3(
√

x + 1 +
√

y + 2).

Then m belongs to the range of P = x + y if and only if the following
system is solvable {

3(
√

x + 1 +
√

y + 2) = m,

x + y = m.

Put u =
√

x + 1, v =
√

y + 2, we have

{
3(u + v) = m

u2 + v2 = m + 3
⇐⇒


u + v = m

3

uv = 1
2

(
m2

9 − m − 3
)

u, v ≥ 0.

The given system is solvable if and only the second system is solvable, that
is, by Viète theorem, the quadratic equation

18t2 − 6mt + m2 − 9m − 27 = 0

has two nonnegative roots, or equivalently
−m2 + 18m + 54 ≥ 0
m ≥ 0
m2 − 9m − 27 ≥ 0

⇐⇒ 9 + 3
√

21
2

≤ m ≤ 9 + 3
√

15.

Since nonnegative numbers u, v exist, there are x, y such that

Pmin =
9 + 3

√
21

2
, and Pmax = 9 + 3

√
15.

4.1.59

Assume that x = max{x, y, z}. Consider two cases:

Case 1: x ≥ y ≥ z. In this case we have{
x3 + 3x2 + 2x − 5 ≤ x

z3 + 3z2 + 2z − 5 ≥ z
⇐⇒

{
(x − 1)[(x + 2)2 + 1] ≤ 0
(z − 1)[(z + 2)2 + 1] ≥ 0

⇐⇒
{

x ≤ 1
z ≥ 1.
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Case 2: x ≥ z ≥ y. Similarly, we have{
x ≤ 1,

y ≥ 1.

Both cases give x = y = z = 1, which is a unique solution of the system.

4.1.60

Substituting a =
1
α2

, b = c = α �= 0 into the inequality we have

α4 +
2
α2

+ 3k ≥ (k + 1)
(

1
α2

+ 2α

)
⇐⇒ (2α3 − 3α2 + 1)k ≤ α6 − 2α3 + 1.

Notice that k ≤ 1 as α → 0. So we show that k = 1 is the desired value,
that is for any positive numbers a, b, c with abc = 1 we have to prove that

1
a2

+
1
b2

+
1
c2

+ 3 ≥ 2(a + b + c). (1)

Indeed, since abc = 1, there are two numbers say a, b such that either
a, b ≥ 1, or a, b ≤ 1. In this case, due to the facts that

1
ab

= c, a2b2 =
1
c2

,

the inequality (1) is equivalent to(
1
a
− 1

b

)2

+ 2(a − 1)(b − 1) + (ab − 1)2 ≥ 0,

which is obviously true.

4.1.61

It is obvious that deg P > 0.

Case 1. If deg P = 1, P (x) = ax + b, a �= 0. Substituting it into the
given equation we get

(a2 − 3a + 2)x2 + 2b(a − 2)x + b2 − b = 0, ∀x,
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which gives (a, b) = (1, 0), (2, 0) and (2, 1). Thus we obtain P (x) = x, P (x) =
2x and P (x) = 2x + 1.

Case 2. If deg P = n ≥ 2, put P (x) = axn + Q(x), a �= 0, where Q is
a polynomial with deg Q = k < n. Substituting it into the equation we get

(a2 − a)x2n + [Q(x)]2 − Q(x2) + 2axnQ(x)

= [3 + (−1)n] axn+1 + [3Q(x) + Q(−x)] x − 2x2, ∀x.

Notice that the degree of the right-hand side polynomial is n + 1, and
n + 1 < 2n, we have a2 − a = 0, that is a = 1. Then

2xnQ(x) + [Q(x)]2 − Q(x2)

= [3 + (−1)n] xn+1 + [3Q(x) + Q(−x)] x − 2x2, ∀x.

Again notice that the degree of the left-hand side polynomial is n + k,
while the degree of the right-hand side polynomial is n + 1, we get k = 1.
Moreover, for x = 0 we have [Q(0)]2 − Q(0) = 0, or equivalently, either
Q(0) = 0 or Q(0) = 1. Thus Q(x) is of the form either ax, or ax + 1.

Case 1. If Q(x) = ax, then

[3 + (−1)n − 2a]xn+1 − (a2 − 3a + 2)x2 = 0, ∀x

⇐⇒
{

3 + (−1)n − 2a = 0
a2 − 3a + 2 = 0

⇐⇒
{

a = 1, n odd
a = 2, n even,

which gives P (x) = x2n+1 + x and P (x) = x2n + 2x, both are satisfied the
given equation.

Case 2. If Q(x) = ax + 1, then

[3 + (−1)n − 2a] xn + 1 − 2xn − (a2 − 3a + 2)x2 − 2(a − 2)x = 0, ∀x,

which is impossible.

Thus all desired polynomials are

P (x) = x; P (x) = x2n + 2x; P (x) = x2n+1 + x, n ≥ 0.
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4.1.62

The domain of definition is x > 0, y > 0, y + 3x �= 0. The system is
equivalent to{

1 − 12
y+3x = 2√

x

1 + 12
y+3x = 6√

y

⇐⇒
{

1√
x

+ 3√
y = 1

− 1√
x

+ 3√
y = 12

y+3x .

Multiplying the first equation by the second one yields

9
y
− 1

x
=

12
y + 3x

⇐⇒ y2 + 6xy − 27x2 = 0 ⇐⇒ y = 3x; y = −9x.

As x, y > 0, we have y = 3x. Then both equations are equivalent to

1√
x

+
3√
3x

= 1 ⇐⇒ √
x = 1 +

√
3,

which gives x = 4+2
√

3 and hence y = 12+6
√

3. This is the only solution
of the given system.

4.1.63

Without loss of generality we can assume that z > y > x ≥ 0. Put
y = x + a, z = x + a + b with a, b > 0, the right-hand side of the inequality
can be written as

M =
[
3x2 + 2(2a + b)x + a(a + b)

] ( 1
a2

+
1
b2

+
1

(a + b)2

)
.

Then we have

M ≥ a(a + b)
(

1
a2

+
1
b2

+
1

(a + b)2

)
=

a + b

a
+

a(a + b)
b2

+
a

a + b

= 1 +
b

a
+

a(a + b)
b2

+ 1 − b

a + b

= 2 +
a(a + b)

b2
+

b2

a(a + b)
≥ 2 + 2 = 4.

The equality occurs if and only if{
3x2 + 2(2a + b)x = 0,

a(a + b) = b2,
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which gives x = 0 and a(a+b) = b2. For x = 0 we have y = a and z = a+b,
and so b = z− y. Then for a(a+ b) = b2 we have yz = (z− y)2, which gives
y2−3yz+z2 = 0. This equation becomes t2−3t+1 = 0 with t =

y

z
∈ (0, 1),

and hence, t =
3 −

√
5

2
. That is, x = 0 and

y

z
=

3 −
√

5
2

.

4.2 Analysis

4.2.1

1) Substituting y = a−x into the sum S = xm+ym and consider a function
S(x) = xm + (a − x)m, 0 ≤ x ≤ a. As its first order derivative has a form

S′(x) = mxm−1 − m(a − x)m−1,

we can easily check that the function S(x) is decreasing on [0, a
2 ], increasing

on [a
2 , a], and so S(x) attains its minimum at x = a

2 . Thus S = xm + ym is
minimum if x = y = a

2 , and the minimum value is 2
(

a
2

)m.

2) Now consider a sum T = xm
1 + · · ·+ xm

n with x1 + · · ·+ xn = k constant.
If numbers x1, . . . , xn are not equal, there exist say x1, x2 such that x1 <
k
n < x2. In this case, replacing x1 by x′

1 = k
n and x2 by x′

2 = x1 + x2 − k
n ,

we see that the sum is unchanged, as x′
1 + x′

2 = x1 + x2. We prove that

T ′ = (x′
1)

m + (x′
2)

m + · · · + xm
n < T = xm

1 + · · · + xm
n . (1)

It is equivalent to (x′
1)m + (x′

2)m < xm
1 + xm

2 . Denote x1 + x2 = x′
1 + x′

2 =
a > 0, the inequality becomes(

k

n

)m

+
(

a − k

n

)m

< xm
1 + xm

2 , x1 <
k

n
< x2.

Consider S(x) = xm + (a − x)m, we have S(x1) = S(x2) = xm
1 + xm

2 , and
by part 1), S(x) is decreasing on [0, a

2 ], increasing on [a
2 , a]. There are two

cases:

(i) If k
n ≤ a

2 : in this case since x1 < k
n , S(x1) > S

(
k
n

)
.

(ii) If k
n > a

2 : similarly, since x2 > k
n , S(x2) > S

(
k
n

)
.

Thus (1) shows that the sum is decreasing, and moreover, among x′
1, x

′
2,

. . . , xn there is a number with value k
n . Continuing this process, after at

most n times we obtain the smallest sum, that is

xm
1 + · · · + xm

n >

(
k

n

)m

+ · · · +
(

k

n

)m

.
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Thus the sum xm
1 + · · · + xm

n is minimum if x1 = · · · = xn = k
n .

4.2.2

The given function y is defined for x �= π
6 and x �= π

3 . As

cot 3x =
cot3 x − 3 cotx

3 cot2 x − 1
,

we can write

y =
cot3 x

cot 3x
=

cot2 x(3 cot2 x − 1)
cot2 x − 3

.

Put t = cot2 x > 0 we obtain

y =
t(3t − 1)

t − 3
,

or a quadratic equation 3t2 − (y + 1)t + 3y = 0. The existence of the given
function y means that the last equation has roots, that is the discriminant

∆ = (y + 1)2 − 36y ≥ 0 ⇐⇒ y2 − 34y + 1 ≥ 0,

which gives y ≤ 17 − 12
√

2 and y ≥ 17 + 12
√

2. Note that y = 17 + 12
√

2
at

t =
1

3 − 2
√

2
= 3 + 2

√
2 ⇐⇒ tan x =

√
2 − 1 ⇐⇒ x =

π

8
,

and y = 17 − 12
√

2 at

t =
1

3 + 2
√

2
= 3 − 2

√
2 ⇐⇒ tanx =

√
2 + 1 ⇐⇒ x =

3π

8
.

Thus the (local) maximum and minimum of y in the given interval are
17 ± 12

√
2 which has the sum 34 (integer).

4.2.3

Since 1 + cosαi ≥ 0 (i = 1, . . . , n), by hypothesis, we can write

n∑
i=1

(1 + cosαi) = 2
n∑

i=1

cos2
αi

2
= 2M + 1 (M is a nonnegative integer).
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Note that for x ∈ [0, π
2 ] there always hold

sin x cosx

{
≥ sin2 x, if x ∈ [0, π

4 ],
≥ cos2 x, if x ∈ [π

4 , π
2 ].

Without loss of generality, we can assume that α1 ≤ · · · ≤ αn. Then for
some k0 we have

S =
n∑

i=1

sinαi = 2
n∑

i=1

sin
αi

2
cos

αi

2

≥ 2
k0∑

i=1

sin2 αi

2
+ 2

n∑
i=k0+1

cos2
αi

2

= A + B,

where both A, B ≥ 0.
There are two cases.
Case 1: B ≥ 1. Then obviously S ≥ 1.
Case 2: B < 1. Then we write A as follows:

A = 2
k0∑

i=1

sin2 αi

2
= 2

k0∑
i=1

(
1 − cos2

αi

2

)
= 2k0 − 2

k0∑
i=1

cos2
αi

2
= 2k0 − (2M + 1 − B).

Note that A ≥ 0, we get

2k0 ≥ 2M + 1 − B.

Also since B < 1,
2M + 1 − B > 2M.

Thus 2k0 > 2M , or k0 > M , which means that k0 ≥ M +1. This inequality
is equivalent to

2k0 ≥ 2M + 2.

Now taking into account that B ≥ 0, we obtain

S ≥ A + B = 2k0 − (2M + 1 − B) + B

= 2k0 − (2M + 1) + 2B

≥ 1 + 2B ≥ 1.
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The problem is solved completely.

Remark. This problem can be generalized, and proved by induction, as

follows: If 0 ≤ ϕ ≤ π, M is integer and
n∑

i=1

(1 + cosαi) = 2M + 1 + cosϕ,

then
n∑

i=1

sin αi ≥ sinϕ.

4.2.4

1) We have

(1 + 2 sin x cosx)2 − 8 sinx cos x = (1 − 2 sinx cos x)2 ≥ 0,

which shows that

(1 + 2 sinx cos x)2 ≥ 8 sinx cos x.

From this inequality, taking into account that (sin x+cosx)2 = 1+2 sinx cos x,
we obtain

(sin x + cosx)4 = (1 + 2 sinx cosx)2 ≥ 8 sinx cosx = 4 sin 2x.

Furthermore, since 0 ≤ x ≤ π
2 ), sinx, cos x ≥ 0. Therefore, the last

inequality is equivalent to

sin x + cosx ≥ 4
√

4 sin 2x =
√

2 4
√

sin 2x,

or √
2(sin x + cosx) ≥ 2 4

√
sin 2x.

The equality occurs if and only if 1 − 2 sinx cosx = 0, or sin 2x = 1, that
is x = π

4 .

2) The inequality is defined for y ∈ (0, π) \ {
π
4 , π

2 , 3π
4

}
.

Replacing tan 2y =
2 tan y

1 − tan2 y
, cot 2y =

cot2 y − 1
2 coty

and cot y =
1

tan y
in

the given inequality, we have to show that

2 + tan2 y − tan4 y

1 − tan2 y
≤ 2. (1)

Indeed, if tan2 y < 1, then (1) is equivalent to

2 + tan2 y − tan4 y ≤ 2(1 − tan2 y) ⇐⇒ 3 tan2 y − tan4 y ≤ 0,
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or
tan2 y(3 − tan2 y) ≤ 0.

But tan2 y > 0 (as 0 < y < π), then the last inequality implies that
tan2 y ≥ 3, which contradicts the hypothesis tan2 y < 1.

Thus we should have tan2 y > 1. Then (1) is equivalent to

2 + tan2 y − tan4 y ≥ 2(1 − tan2 y) ⇐⇒ tan2 y(3 − tan2 y) ≥ 0,

or tan2 y ≤ 3.
Thus the given inequality reduces to 1 < tan2 y ≤ 3, or 1 < | tan y| ≤√

3. This gives
π

4
< y ≤ π

3
, and

2π

3
≤ y <

3π

4
.

4.2.5

We observe that (un) consists of odd terms in the Fibonacci sequence (Fn) :
F1 = F2 = 1, Fn+2 = Fn+1 − Fn (n ≥ 1). We show the following property

cot−1 F1 − cot−1 F3 − cot−1 F5 − · · · − cot−1 F2n+1 = cot−1 F2n+2. (1)

Indeed, as cot(a − b) =
cota cot b + 1
cot b − cot a

, we have

cot−1 F2k − cot−1 F2k+1 = cot−1 F2kF2k+1 + 1
F2k+1 − F2k

= cot−1 F2kF2k+1 + 1
F2k−1

.

Note that Fi+1Fi+2 − FiFi+3 = (−1)i, ∀i. In particular,

F2kF2k+1 − F2k−1F2k+2 = −1 ⇐⇒ F2kF2k+1 + 1 = F2k−1F2k+2.

Then
cot−1 F2k − cot−1 F2k+1 = cot−1 F2k+2. (2)

Letting in (2) k = 1, 2, . . . , n and summing up the obtained equalities, we
get (1).

Furthermore, from (1) it follows that

cot−1 u1 −
n∑

i=2

cot−1 ui = cot−1 F2n+2.

Since lim
n→∞ F2n+2 = +∞, lim

n→∞ cot−1 F2n+2 = 0. Therefore,

lim
n→∞

(
n∑

i=2

cot−1 ui

)
= cot−1 u1 =

π

4
,
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and hence

lim
n→∞ vn = lim

n→∞

(
n∑

i=1

cot−1 ui

)
=

π

4
+

π

4
=

π

2
.

4.2.6

If b = 0, then xP (x−a) = xP (x) ∀x, which implies that P (x) is a constant
polynomial.

For b �= 0, we show that if b/a is not integer then P (x) ≡ 0. Indeed,
there are two cases:

• If deg P = 0, that is P (x) ≡ C, then xC = (x − b)C ∀x, and hence
C = 0, or P (x) ≡ 0.

• Consider case deg P = n ≥ 1 and P satisfies the equation. We prove
that b/a = n (a positive integer).

We write the given equation in the form

bP (x) = x[P (x) − P (x − a)], ∀x. (1)

Suppose that P (x) = k0x
n + · · · + kn (k0 �= 0, n ≥ 1). Then

P (x) − P (x − a) = k0[xn − (x − a)n] + polynomial of degree (n − 2)
= nk0axn−1 + polynomial of degree (n − 2).

Substituting expressions of P (x) and P (x)−P (x−a) into (1), we obtain

k0bx
n + k1bx

n−1 + · · · = nk0axn + polynomial of degree (n − 1),

which implies that k0b = nk0a ⇐⇒ b = na, or b/a = n.
Thus if b/a is not a positive integer, then P (x) ≡ 0.

Now suppose that b/a = n, or b = na with n ∈ N. Then the given
equation becomes

xP (x − a) = (x − na)P (x), ∀x.

From this it follows, in particular, that

P (0) = P (a) = P (2a) = · · · = P [(n − 1)a] = 0.

That is,
P (x) = Cx(x − a)(x − 2a) · · · [x − (n − 1)a].
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Summarizing,
* For b = 0: P (x) ≡ constant.
* For b �= 0:

P (x) =

{
0, if b

a /∈ N

C(x − a)(x − 2a) · · · [x − (n − 1)a], if b
a = n ∈ N, C = const.

4.2.7

From (1) we have f(0) · f(0) = 2f(0) and, due to (2), f(0) = 2.
Also by (1)

f(x) · f(1) = f(x + 1) · f(x− 1) ⇐⇒ f(x+ 1) = f(1) · f(x)− f(x− 1). (3)

Since
f(1) =

5
2

= 2 + 2−1,

by (3)

f(2) = f(1) · f(1) − f(0) =
25
4

− 2 = 4 +
1
4

= 22 + 2−2.

Similarly,

f(3) = f(1) · f(2) − f(1) = (2 + 2−1)(22 + 2−2) − (22 + 2−1) = 23 + 2−3,

and so on. By induction we can easily verify that

f(n) = 2n + 2−n.

Conversely, it is easy to see that f(x) = 2x + 2−x satisfies the assump-
tions (1) and (2). So this is the unique solution of the problem.

4.2.8

Note that

2m = (1 + 1)m =
(

m

0

)
+

(
m

1

)
+ · · · +

(
m

m

)
(m = 1, 2, . . . , n + 1).

Consider a polynomial

P (y) = 2
((

y − 1
0

)
+

(
y − 1

1

)
+ · · · +

(
y − 1

n

))
,
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whose leading term 2
(
y−1

n

)
= 2 (y−1)···(y−n)

n! is of degree n with respect to
y. Thus deg P = n.

Two polynomials P (y) and M(y) are of degree n and coincide at n + 1
points y = 1, 2, . . . , n + 1 must be equal, and hence

M(n + 2) = 2
((

n + 1
0

)
+

(
n + 1

1

)
+ · · · +

(
n + 1

n

))
= 2

(
2n+1 −

(
n + 1
n + 1

))
= 2n+2 − 2.

Remark. This problem can be solved by using the Lagrange’s interpo-
lating formula.

4.2.9

We compare the given sequence denoted by A = {an} and a sequence
B = {2n} of even numbers. Let H = {hn := 2n − an}, we notice that H
consists of one 1, two 2, three 3, . . . and therefore, an = 2n − hn.

Group H as follows

(1), (2, 2), (3, 3, 3), . . . , (k, k, . . . , k)︸ ︷︷ ︸
k times

, . . .

If hn is in the k-th group, then hn = k.
Note that there are 1 + 2 + · · · + (k − 1) = k(k−1)

2 terms preceding the

kth group. Therefore, if
(k − 1)k

2
+ 1 ≤ n ≤ k(k + 1)

2
+ 1, then hn = k.

Furthermore,

(k − 1)k
2

+ 1 ≤ n =⇒ 1 −√
8n − 7
2

≤ k ≤ 1 +
√

8n− 7
2

,

and

n ≤ k(k + 1)
2

+ 1 =⇒ −1 −√
8n − 7

2
> k, and

−1 +
√

8n− 7
2

< k.

Thus
−1 +

√
8n − 7

2
< k ≤ 1 +

√
8n − 7
2

,

or

k ≤ 1 +
√

8n − 7
2

< k + 1,
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which implies that k = the integral part of 1+
√

8n−7
2 = hn, that is

an = 2n −
[
1 +

√
8n − 7
2

]
, (n = 1, 2, . . .).

4.2.10

Denote the sum of all cos(±u1±u2± . . .±u1987) by S =
∑

cos(±u1±u2±
. . . ± u1987). We first prove, by induction, that

∑
cos(±u1 ± u2 ± . . . ± un) = 2n ·

n∏
k=1

cosuk. (1)

Indeed, for n = 1: cosu1+cos(−u1) = 2 cosu1, and (1) is true. Suppose
that the formula is true for n. Then

2n+1 ·
n+1∏
k=1

cosuk = 2

(
2n.

n∏
k=1

cosuk

)
· cosun+1

= 2
[∑

cos(±u1 ± u2 ± . . . ± un)
]
· cosun+1

(by induction hypothesis)

=
∑

[2 cos(±u1 ± u2 ± . . . ± un) cosun+1]

=
∑[

cos(±u1 ± u2 ± . . . ± un + un+1)

+ cos(±u1 ± u2 ± . . . ± un − un+1)
]

=
∑

cos(±u1 ± u2 ± . . . ± un ± un+1).

Now return back to our problem. We have

S = 21987 ·
1987∏
k=1

cosuk.

Since

u1986 = u1 + 1985d =
π

1987
+

1985π

2 · 1987
=

π

2
,

cosu1986 = 0 and hence S = 0.
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4.2.11

Consider F (x) = f2(x) + 2 cosx defined on [0, +∞). Then by (1)

|F (x)| ≤ |f(x)|2 + 2| cosx| ≤ 52 + 2,

and by (2)
F ′(x) = 2f(x)f ′(x) − 2 sinx ≥ 0,

which shows that F (x) is increasing.

Let (xn) := {2π, 2π + π
2 , 4π, 4π + π

2 , 6π, 6π + π
2 , . . .}. It is clear that

xn > 0, (xn) is increasing, and xn → +∞ as n → ∞.

Put un = F (xn), we see that (un) is increasing and bounded from above,
and hence, by Weierstrass theorem, there does exist lim

n→∞un.

Assume that ∃ lim
x→+∞ f(x). This implies that if vn = f(xn), then

∃ lim
n→∞ vn. Therefore, there does exist

lim
n→∞

[
F (xn) − f2(xn)

]
= lim

n→∞un − lim
n→∞(vn)2,

or equivalently, there exists lim
n→∞ cosxn which is impossible, as the sequence(

cosxn

)
= {1, 0, 1, 0, . . .} has no limit.

4.2.12

The answer is yes.
Put Mn = max{xn, xn+1}, we see that (Mn) is decreasing and bounded

from below. So by Weierstrass theorem, ∃ lim
n→∞Mn = m.

We prove that (xn) has the limit M . Indeed, given ε > 0 we have

∃N0 ∀n ≥ N0 : M − ε

3
< Mn < M +

ε

3
. (1)

Let p ≥ N0 + 1, then

xp−1 ≤ Mp−1 < M +
ε

3
.

Consider xp, there are two cases:
If xp > M − ε

3 , then we have

M − ε

3
< xp ≤ Mn < M +

ε

3
, (2)
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If xp ≤ M − ε
3 , then

xp+1 > M − ε

3
(otherwise, Mp = max{xp, xp+1} ≤ M − ε

3 , which contradicts (1)). In this
case, we have

xp ≥ 2xp+1 − xp−1 > 2
(
M − ε

3

)
−

(
M +

ε

3

)
= M − ε.

Therefore,
M − ε < xp ≤ M − ε

3
< M + ε. (3)

Combining (2) and (3) yields

M − ε < xp < M + ε.

This is true for any p ≥ N0 + 1, and so there exists lim
p→∞xp = M .

4.2.13

From the assumptions it follows that

0 ≤ Pn(x) ≤ Pn+1(x) ≤ 1, ∀x ∈ [0, 1], ∀n ≥ 0.

The first two inequalities 0 ≤ Pn(x) and Pn(x) ≤ Pn+1(x) can be eas-
ily proved by induction, while the third one Pn+1(x) ≤ 1 is obvious, as

1 − Pn+1(x) =
1 − x

2
+

[1 − Pn(x)]2

2
≥ 0.

Thus for each fixed x ∈ [0, 1] a sequence (Pn(x)) is increasing and
bounded from above, and hence, by Weierstrass theorem, there exists

lim
n→∞Pn(x) := f(x).

Then letting n → ∞ in the assumption equation for each fixed x ∈ [0, 1]
gives

f(x) = f(x) +
x − f2(x)

2
⇐⇒ f2(x) = x.

But Pn(x) ≥ 0, then f(x) = lim
n→∞Pn(x) ≥ 0. Therefore, we obtain f(x) =

√
x. Also, since (Pn(x)) is increasing, f(x) ≥ Pn(x), that is

0 ≤ √
x − Pn(x), ∀x ∈ [0, 1], ∀n ≥ 0.

The first desired inequality is proved.
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Now we prove the second inequality. Put αn(x) =
√

x − Pn(x) ≥ 0.
Then

αn+1(x) = αn(x) ·
[
1 −

√
x + Pn(x)

2

]
≤ αn(x)

(
1 −

√
x

2

)
, ∀x ∈ [0, 1], ∀n ≥ 0.

From this it follows that

αn(x) ≤ αn−1(x)
(

1 −
√

x

2

)
≤ αn−2(x)

(
1 −

√
x

2

)2

. . . . . . . . . . . . . . .

≤ α1(x)
(

1 −
√

x

2

)n−1

≤ α0(x)
(

1 −
√

x

2

)n

=
√

x

(
1 −

√
x

2

)n

.

Note that a function y = t

(
1 − t

2

)n

has a maximum on [0, 1] equal to
2

n+1 , we arrive at

αn(x) ≤ 2
n + 1

, ∀x ∈ [0, 1], ∀n ≥ 0.

The problem is solved completely.

4.2.14

From the polynomial f(x) =
m∑

i=0

aix
i we construct a polynomial

g(x) = f(x + 1) − f(x) =
m∑

i=1

ai[(x + 1)i − xi] =
m∑

i=1

bix
i,

where bi =
m−1−i∑

k=0

am−k

(
m − k

i

)
, ∀i = 0, 1, . . . , m − 1.

The first given sequence (un) is precisely the following one

f(1) = a · 11990, f(2) = a · 21990, . . . , f(2000) = a · 20001990,
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where m = 1990, am = a and ai = 0, ∀i = 0, 1, . . . , m − 1.
By the same way, we can see that the second sequence, consisting from

1999 terms, has a form

g(1) = f(2) − f(1), g(2) = f(3) − f(2), . . . , g(1999) = f(2000)− f(1999),

where g(x) = 1990ax1989 + b1988x
1988 + · · · + b1x + b0, etc.

Then the 1990th sequence has a form h(x) = 1990!ax + c with x =
1, 2, . . . , 11, and finally, the 1991th sequence consisting of 10 terms equal to
1990!a.

4.2.15

1) For xn > 0, ∀n ∈ N we must at least have x1 > 0 and x2 > 0. Then the
inequality x2 > 0 is equivalent to

√
3 − 3x2

1 > x1, or 0 < x1 <
√

3
2 . We

show that this condition is sufficient, too.
Suppose that 0 < x1 <

√
3

2 . Then there is uniquely α ∈ (0, 60◦) such
that sin α = x1. In this case

x2 =
√

3
2

cosα − 1
2

sin α = sin(60◦ − α), 0 < 60◦ − α < 60◦.

Also we have

x3 =
√

3
2

cos(60◦ − α) − 1
2

sin(60◦ − α) = sin[60◦ − (60◦ − α)] = sin α.

Continuing this process, we get

x1 = x3 = x5 = · · · = sin α > 0,

x2 = x4 = x6 = · · · = sin(60◦ − α) > 0.

Thus the necessary and sufficient condition is 0 < x1 <
√

3
2 .

2) Consider two cases of x1:
Case 1: x1 ≥ 0.
• If x2 ≥ 0, then similarly to 1), we have x3 ≥ 0, x4 ≥ 0, . . . and

x1 = x3 = x5 = · · · ; x2 = x4 = x6 = · · · .
• If x2 < 0, then x3 > 0 and we also have x3 = x1. Indeed, the equality

x2 =
−x1 +

√
3(1 − x2

1)
2

,

is equivalent to
√

3(1 − x2
1) = 2x2 + x1 > 0 (as |x1| < 1), which gives

3(1 − x2
2) = (2x1 + x2)2.
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Since x1 ≥ 0, x2 < 0,

2x1 + x2 = x1 + (x1 + x2) = (2x2 + x1) + x1 − x2 > x1 − x2 > 0.

Then
√

3(1 − x2
2) = 2x1 + x2, and hence

x1 =
−x2 +

√
3(1 − x2

2)
2

= x3,

and then x2 = x4 = · · · .
Thus, if x1 ≥ 0 then (xn) = {x1, x2, x1, x2, . . .} is periodic.
Case 2: x1 < 0.
Then x2 > 0 and due to the previous case, we have

(xn) = {x1, x2, x3, x2, x3, . . .}

that is (xn) is periodic, from the second term.

4.2.16

First we show that x = 0 is not a root of the polynomial, that is an =
f(0) �= 0. Indeed, let k be the greatest index such that ak �= 0. Then the
left-hand side has a form

f(x) · f(2x2) =
(
a0x

n + · · · + akxn−k
) · (a02nx2n + · · · + ak2n−kx2(n−k)

)
= a2

02
nx3n + · · · + a2

k2n−kx3(n−k),

and the right-hand side has a form

f(2x3 + x) = a0(2x3 + x)n + · · · + ak(2x3 + x)n−k

= a02nx3n + · · · + akxn−k.

So we must have

a2
k2n−kx3(n−k) = akxn−k, ∀x ∈ R,

which gives n = k, that is an = ak �= 0.
Now suppose that x0 �= 0 is a root of f(x). Consider a sequence

xn+1 = 2x3
n + xn, n ≥ 0.

It is clear that if x0 > 0, then (xn) is increasing, while if x1 < 0 then (xn)
is decreasing. From the assumption of the problem

f(x) · f(2x2) = f(2x3 + x), ∀x ∈ R,
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it follows that if f(x0) = 0 with x0 �= 0, then f(xk) = 0, ∀k. This shows
that a polynomial f(x) is of degree n, non-constant, and has infinitely many
roots, which is impossible.

Thus f(x) has no real root at all.

Remark. We can verify that the polynomial satisfies the problem does
exist, say f(x) = x2 + 1.

4.2.17

Substituting x = y = z = 0 into the given equation, we have

f2(0) − f(0) +
1
4
≤ 0 ⇐⇒

(
f(0) − 1

2

)2

≤ 0,

which gives f(0) = 1
2 .

Furthermore, substituting y = z = 0 into the equation yields

4f(0)− 4f(x)f(0) ≥ 1,

which implies, due to f(0) = 1/2, that f(x) ≤ 1
2 .

On the other hand, substituting x = y = z = 1 into the equation, we
obtain

f(1) − f2(1) ≥ 1
4
⇐⇒

(
f(1) − 1

2

)2

≤ 0,

which gives that f(1) = 1
2 .

Finally, substituting y = z = 1, we get

f(x) − f(x) · f(1) ≥ 1
4
,

which, together with f(1) = 1/2, shows that f(x) ≥ 1
2 .

Thus we must have f(x) = 1
2 , ∀x. It is easy to check that this function

satisfies the given equation.
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4.2.18

We have the following equivalent transformations

x2y

z
+

y2z

x
+

z2x

y
≥ x2 + y2 + z2

⇐⇒ x3y2 + y3z2 + z3x2 ≥ x3yz + y3zx + z3xy

⇐⇒ x3y(y − z) + y2z2(y − z) + z3(y2 − 2xy + x2) − xyz(y2 − z2) ≥ 0
⇐⇒ (y − z)[xy(x2 − z2) − y2z(x − z)] + z3(x − y)2 ≥ 0
⇐⇒ (y − z)(x − z)[xy(x + z) − y2z] + z3(x − y)2 ≥ 0
⇐⇒ (y − z)(x − z)[x2y + xyz − y2z] + z3(x − y)2 ≥ 0
⇐⇒ (y − z)(x − z)[x2y + yz(x − y)] + z3(x − y)2 ≥ 0.

The last inequality is always true for x ≥ y ≥ z > 0.

Remark. The inequality is not valid without the condition x ≥ y ≥ z,
as it is not symmetric with respect to x, y, z.

4.2.19

Substituting x = 0 into the given equation we get f(0) = f(0) + 2f(0), or

f(0) = 0. (1)

Furthermore, substituting y = −1 yields f(−x) = f(x) + 2f(−x), or

f(−x) = −f(x). (2)

Finally, substituting y = − 1
2 we arrive to f(0) = f(x) + 2f

(−x
2

)
=

f(x) − 2f
(

x
2

)
, by (2). Combining this and (1) gives

f(x) = 2f
(x

2

)
. (3)

Now let x �= 0 and t be an arbitrary real number. Substituting y = t
2x

into the given equation, by (3), we have

f(x + t) = f(x) + 2f

(
t

2

)
= f(x) + f(t). (4)

For x = 0 we also have f(0 + t) = f(0) + f(t). So (4) is valid for all real
x, t.
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By induction, we can easily verify that

f(kx) = kf(x)

for all x ∈ R and k nonnegative integers. Therefore,

f(1992) = f

(
1992
1991

· 1991
)

=
1992
1991

f(1991) =
1992a

1991
.

4.2.20

Put Mn = max{an, bn, cn} and mn = min{an, bn, cn}, which are all positive

for every n ≥ 0. We prove that lim
n→∞Mn = ∞ and lim

n→∞
Mn

mn
= L ∈ R.

1) Consider Mn: from assumptions it follows that

a2
n+1 + b2

n+1 + c2
n+1 = a2

n + b2
n + c2

n + 4
(

an

bn + cn
+

bn

cn + an
+

cn

an + bn

)
+

(
2

bn + cn

)2

+
(

2
cn + an

)2

+
(

2
an + bn

)2

> a2
n + b2

n + c2
n + 4

(
an

bn + cn
+

bn

cn + an
+

cn

an + bn

)
.

Furthermore, we can easily verify that

an

bn + cn
+

bn

cn + an
+

cn

an + bn
≥ 3

2

(this is the well-known Nesbitt’s inequality for three positive numbers).
Thus we have

a2
n+1 + b2

n+1 + c2
n+1 > a2

n + b2
n + c2

n + 6, ∀n ≥ 0,

which implies that
a2

n + b2
n + c2

n > 6n, ∀n ≥ 0. (1)

Therefore, since Mn = max{an, bn, cn}, M2
n ≥ a2

n, b2
n, c2

n, and so

3M2
n ≥ a2

n + b2
n + c2

n, ∀n ≥ 0. (2)

Combining (1) and (2) yields

M2
n > 2n ⇐⇒ Mn >

√
2n,
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which implies the first claim.

2) Consider
Mn

mn
: we have

an+1 = an +
2

bn + cn
≥ an +

2
2Mn

= an +
1

Mn
, ∀n ≥ 0.

Similarly for bn+1, cn+1. Hence

mn+1 = min{an+1, bn+1, cn+1} ≥ min
{

an +
1

Mn
, bn +

1
Mn

, cn +
1

Mn

}

= min{an, bn, cn} +
1

Mn
= mn +

1
Mn

, ∀n ≥ 0. (3)

By the analogous argument, we also have

Mn+1 ≤ Mn +
1

mn
, ∀n ≥ 0. (4)

From (3) and (4) it follows that

Mn+1·mn ≤
(

Mn +
1

mn

)
·mn = Mn·mn+1 = Mn

(
mn +

1
Mn

)
≤ Mn·mn+1,

which implies that
Mn+1

mn+1
≤ Mn

mn
, ∀n ≥ 0.

Moreover,
Mn

mn
≥ 1, ∀n ≥ 0. So the sequences

(
Mn

mn

)
is decreasing and

bounded from below. By Weierstrass theorem, there exists

lim
n→∞

Mn

mn
= L ∈ R.

Thus lim
n→∞Mn = ∞ and lim

n→∞
Mn

mn
= L ∈ R. From these facts it follows

that lim
n→∞mn = ∞, and hence lim

n→∞ an = ∞.

4.2.21

Put f(x) = ax2 − x + log(1 + x). The problem is equivalent to finding a so
that f(x) ≥ 0, ∀x ∈ [0, +∞). Note that f(0) = 0.



150 CHAPTER 4. SOLUTIONS

As

f ′(x) = 2ax − 1 +
1

1 + x
= 2ax − x

1 + x
=

x

1 + x
[2a(1 + x) − 1],

we see that f ′(0) = 0, ∀a ∈ R, and also for x > 0 the derivative f ′(x) has
the same sign as g(x) = 2ax + 2a − 1.

1) If a = 0: in this case g(x) = −1, and so f ′(x) < 0 ∀x > 0, which
means that f(x) is decreasing on [0,∞). Then f(x) ≤ f(0) = 0, the equality
occurs if and only if x = 0.

2) If a �= 0: in this case g(x) = 0 has a unique root x0 = 1−2a
2a . Then

we have to consider three possible intervals for a, namely (−∞, 0), (0, 1
2 ),

and [12 , +∞).

• For a < 0: then x0 < 0 and hence g(x) < 0, ∀x > 0 > x0. In this case
f(x) is decreasing on [0,∞), and therefore, f(x) ≤ f(0) = 0, the equality
occurs if and only if x = 0.

• For 0 < a < 1
2 : then x0 > 0 and hence g(x) < 0, ∀0 < x < x0. In this

case the same conclusion as the previous case, that is, f(x) is decreasing
on [0,∞), and therefore, f(x) ≤ f(0) = 0, the equality occurs if and only
if x = 0.

• For a ≥ 1
2 : then x0 ≤ 0 and hence g(x) > 0, ∀x > 0. In this case f(x)

is increasing on [0,∞), which implies that f(x) ≥ f(0) = 0, and f(x) = 0
if and only if x = 0.

Thus f(x) ≥ 0 for all x ≥ 0 if and only if a ≥ 1
2 .

4.2.22

The domain of definition is D = [−
√

1995,
√

1995]. Note that f(x) is an
odd function and f(x) ≥ 0, ∀x ∈ [0,

√
1995]. Then

max
x∈D

f(x) = max
x∈[0,

√
1995]

f(x); min
x∈D

f(x) = − max
x∈[0,

√
1995]

f(x).
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For all x ∈ [0,
√

1995], we have

f(x) = x(1993 +
√

1995 − x2)

= x
(√

1993 ·
√

1993 + 1 ·
√

1995 − x2
)

≤ x
(√

1993 + 1 ·
√

1993 + (1995 − x2)
)

(by Cauchy-Schwarz inequality)

= x
√

1994 ·
√

1993 + 1995 − x2

≤
√

1994 · x2 + (1993 + 1995 − x2)
2

(by Cauchy inequality)

=
√

1994 · 1994.

The equality occurs if and only if{
1 =

√
1995− x2

x =
√

1993 + 1995 − x2
⇐⇒ x =

√
1994 ∈ [0,

√
1995].

Thus

max
x∈D

f(x) = max
x∈[0,

√
1995]

f(x) = 1994
√

1994 (attained at x =
√

1994),

min
x∈D

f(x) = − max
x∈[0,

√
1995]

f(x) = −1994
√

1994 (attained at x = −
√

1994).

4.2.23

Using “trigonometrical” method, we write

1
a0

=
1
2

= cos
π

3
and b0 = 1,

which imply that

1
a1

=
a0 + b0

2a0b0
=

1
2

(
1
b0

+
1
a0

)
=

1
2

(
1 + cos

π

3

)
= cos2

π

6
,

and
1
b1

=
1√
a1b0

= cos
π

6
.
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By induction we can prove that

1
an

= cos
π

2 · 3 · cos
π

22 · 3 · · · cos
π

2n · 3 · cos
π

2n · 3 = cos
π

2n · 3 · sin π
3

2n sin π
2n·3

,

and
1
bn

= cos
π

2 · 3 · cos
π

22 · 3 · · · cos
π

2n · 3 =
sin π

3

2n sin π
2n·3

.

Note that lim
x→0

sin x

x
= 1 and lim

x→0
cosx = 1. In particular, lim

n→∞
sin π

2n·3
π

2n·3
= 1

and lim
n→∞ cos

π

2n · 3 = 1. Then we finally obtain that

lim
n→∞ an = lim

n→∞ bn =
2
√

3π
9

.

4.2.24

The domain of definition is {
x > − 1

2 ,

y > − 1
2 .

We write the given system as{
x2 + 3x + log(2x + 1) = y,

x = y2 + 3y + log(2y + 1).

Taking the sum of these equation yields

x2 + 4x + log(2x + 1) = y2 + 4y + log(2y + 1). (1)

Consider a function

f(t) = t2 + 4t + log(2t + 1), t ∈
(
−1

2
, +∞

)
.

We have
f ′(t) = 2t + 4 +

2
2t + 1

> 0, ∀t > −1
2
,

which implies that f(t) is strictly increasing. Then (1) leads to x = y.
Substituting y = x into the given system we get

x2 + 2x + log(2x + 1) = 0. (2)
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Similarly, the function g(t) = t2 + 2t + log(2t + 1) is strictly increasing on
t > − 1

2 , and hence g(x) = 0 if and only if x = 0.

Thus equation (2) has a unique solution x = 0, which implies that
x = y = 0. This satisfies the given system and is its unique solution.

4.2.25

If a = 0: in this case xn = 0, ∀n ≥ 0, and hence lim
n→∞xn = 0.

If a > 0: in this case from the well-known inequality sinx < x, ∀x > 0, it
follows that xn > 0, ∀n ≥ 0.

Furthermore, we also have the inequality

sinx ≥ x − x3

6
, ∀x ≥ 0,

the equality occurs if and only if x = 0.
Then

sin xn−1 > xn−1 −
x3

n−1

6
⇐⇒ 6(xn−1 − sin xn−1) < x3

n−1

⇐⇒ 3
√

6(xn−1 − sinxn−1) < xn−1 ⇐⇒ xn < xn−1, ∀n ≥ 1,

which shows that (xn) is decreasing and is bounded from below by 0. There-
fore, by Weierstrass theorem, there exists lim

n→∞xn = L ≥ 0.

Letting n tend to infinity in the equation

xn = 3
√

6(xn−1 − sin xn−1)

we obtain

L = 3
√

6(L − sin L) ⇐⇒ sin L = L − L3

6
,

which by the above-mentioned inequality, shows that L = 0. Thus lim
n→∞xn =

0.
If a < 0: we can reduce to the case 2) by considering (yn = −xn). Then

we get the same result.

So for all a ∈ R we always have lim
n→∞xn = 0.
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4.2.26

Consider a function

f(t) = t3 + 3t− 3 + log(t2 − t + 1), t ∈ R.

The given system is written as
f(x) = y

f(y) = z

f(z) = x

⇐⇒


f(x) = y

f(y) = f(f(x)) = z

f(z) = f(f(f(x))) = x.

We have

f ′(t) = 3t2 + 3 +
2t − 1

t2 − t + 1
= 3t2 +

3t2 − t + 2
t2 − t + 1

> 0, ∀t ∈ R,

and so f(t) is increasing on R. Then f(f(f(x))) = x is equivalent to
f(x) = x, that is,

x3 + 2x − 3 + log(x2 − x + 1) = 0. (1)

The function
g(x) = x3 + 2x − 3 + log(x2 − x + 1),

having

g′(x) = 3x2 + 2 +
2x − 1

x2 − x + 1
= 3x2 +

2x2 + 1
x2 − x + 1

> 0, ∀x ∈ R,

is increasing on R. As g(1) = 0 we see that (1) gives x = 1 and hence
x = y = z = 1. This is a unique solution to the given system.

4.2.27

Note that
cos−1 x + sin−1 x =

π

2
, ∀x ∈ [−1, 1],

we then can write

xn =
4
π2

(
cos−1 xn−1 +

π

2

)
sin−1 xn−1

=
4
π2

(
cos−1 xn−1 +

π

2

)
.
(π

2
− cos−1 xn−1

)
=

4
π2

[(π

2

)2

− (
cos−1 xn−1

)2
]

= 1 − 4
π2

(cos−1 xn−1)2.
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Then xn ∈ (0, 1) for all n ≥ 1. Put tn = cos−1 xn, we see that tn ∈ (
0, π

2

)
.

Moreover, the relation

xn = 1 − 4
π2

(cos−1 xn−1)2,

means that

cos tn = 1 − 4
π2

t2n−1. (1)

Consider a function

f(t) = 1 − 4
π2

t2 − cos t, t ∈
[
0,

π

2

]
.

We have

f ′(t) = sin t − 8
π2

t,

and

f ′′(t) = cos t − 8
π2

.

So

f ′′(t) = 0 ⇐⇒ t = t0 := cos−1 8
π2

∈
(
0,

π

2

)
,

and

f ′′(t)

{
> 0, if t ∈ (0, t0),
< 0, if t ∈ (

t0,
π
2

)
.

This shows that f ′(t) is strictly increasing on [0, t0] and strictly decreasing
on [t0, π

2 ].
Note that f ′(0) = 0 and f ′ (π

2

)
= 1 − π

4 < 0, there exists t1 ∈ (
0, π

2

)
such that f ′(t1) = 0 and we also have

f ′(t)

{
> 0, if t ∈ (0, t1),
< 0, if t ∈ (

t1,
π
2

)
.

This in turn shows that f(t) is strictly increasing on [0, t1] and strictly
decreasing on [t1, π

2 ].
Again note that f(0) = f

(
π
2

)
= 0, from which it follows that f(t) ≥ 0

on [0, π
2 ].

Thus

1 − 4
π2

t2 − cos t ≤ 0 ⇐⇒ cos t ≥ 1 − 4
π2

t2, ∀t ∈
[
0,

π

2

]
. (2)
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Combining (1) and (2) yields

cos tn = 1 − 4
π2

t2n−1 ≥ cos tn−1, ∀n ≥ 1,

which means that xn ≥ xn−1, ∀n ≥ 1.
So the sequence (xn) with 0 < xn < 1 is increasing and is bounded from

above. By Weierstrass theorem, there exists lim
n→∞ xn = L, and moreover,

L > 0. Furthermore, from this it follows that (tn) ∈ [0, π
2 ] is decreasing and

bounded from below. Again by Weierstrass theorem, there exists lim
n→∞ tn =

α, and π
2 > α.

Letting in (1) n → ∞ we obtain

cosα = 1 − 4
π2

α2,

which shows, by (2), that either α = 0, or α = π
2 . The value π

2 is eliminated,
because as already noted above, α < π

2 . Then α = 0, which gives L =
cosα = 1.

Thus lim
n→∞xn = 1.

4.2.28

1) The relation an+1 = 5an +
√

24a2
n − 96 is equivalent to

a2
n − 10an+1 · an + a2

n+1 + 96 = 0. (1)

This also means that

a2
n+2 − 10an+1 · an+2 + a2

n+1 + 96 = 0. (2)

Note that (an) is strictly increasing, which implies that an < an+2.
Then (1) and (2) show that an and an+2 are distinct real roots of the
quadratic equation

t2 − 10an+1t + a2
n+1 + 96 = 0. (3)

By Viète formula, an +an+2 = 10an+1, or an+2−10an+1 +an = 0, ∀n ≥ 1.
The characteristic polynomial of this recursive equation is x2−10x+1 = 0,
which has two roots

x1,2 = 5 ± 2
√

6.

Then a general solution of the obtained recursive equation can be found in
a form

an = C1(5 − 2
√

6)n + C2(5 + 2
√

6)n,
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where C1, C2 are constants that we have to find.
Substituting n = 0 and n = 1 into the formula, we get a system{

C1 + C2 = a0 = 2,

C1(5 − 2
√

6) + C2(5 + 2
√

6) = a1 = 10,

which gives C1 = C2 = 1. Thus the general term of the sequence (an) is

an = (5 − 2
√

6)n + (5 + 2
√

6)n, ∀n ≥ 0.

2) We prove the inequality by induction.
It is obvious for n = 0 : a0 = 2 = 2 · 50. Assume that it is true for

n = k ≥ 0, that is ak ≥ 2 · 5k. Then

ak+1 = 5ak +
√

24a2
k − 96 ≥ 5ak ≥ 2 · 5k+1,

which means that the inequality is also true for n = k + 1.
By mathematical induction principle, we have an ≥ 2 · 5n for all integer

n ≥ 0.

4.2.29

Put n = 1995 + k with 5 ≤ k ≤ 100. Then

a =
1995+k∑
i=1995

1
i
, b = 1 +

k + 1
1995

.

Note that

1
1995 + k

<
1

1995
=

1
1995

1
1995 + k

<
1

1995 + 1
<

1
1995

. . . . . . . . . . . . . . .
1

1995 + k
=

1
1995 + k

<
1

1995
,

we get
k + 1

1995 + k
<

1995+k∑
i=1995

1
i

= a <
k + 1
1995

,

which implies that
1995
k + 1

<
1
a

<
1995 + k

k + 1
. (1)
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From the left inequality in (1) it follows that

b1/a =
(

1 +
k + 1
1995

)1/a

>

(
1 +

k + 1
1995

) 1995
k+1

.

Furthermore, by Bernoulli inequality(
1 +

k + 1
1995

) 1995
k+1

> 1 +
1995
k + 1

· k + 1
1995

= 2,

and so
b1/a > 2. (2)

On the other hand, from the right inequality in (1) it follows that

b1/a =
(

1 +
k + 1
1995

)1/a

<

(
1 +

k + 1
1995

) 1995+k
k+1

<

(
1 +

k + 1
1995

)
·
(

1 +
k + 1
1995

) 1995
k+1

≤
(

1 +
101
1995

)
·
(

1 +
k + 1
1995

) 1995
k+1

< 1.06 ·
(

1 +
k + 1
1995

) 1995
k+1

.

Note that f(x) =
(
1 + 1

x

)x is strictly increasing on (0, +∞) and lim
x→+∞ f(x) =

e, we get

f

(
1995
k + 1

)
=

(
1 +

k + 1
1995

) 1995
k+1

< e,

and so
b1/a < 1.06 · e < 1.06 · 2.8 < 3. (3)

Combining (2) and (3) yields [b1/a] = 2.

4.2.30

It is obvious that deg P := n ≥ 1. There are two cases:
Case 1: P (x) is monotone on R.
Since a graph of P (x) has finitely many inflection points, for a > 1995

large enough P (x) = a has at most one root (counted with multiplicities).
Then n = 1 and P (x) = px + q with p > 0.
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In this case the equation P (x) = a has a solution

x =
a − q

p
.

We see that x > 1995 for all a > 1995 if and only if p > 0 and q ≤
1995(1− p).

Case 2: P (x) has max and/or min points.
Then n ≥ 2. Assume that P attains its maximum at u1, . . . , um (m ≥ 1)

and attains its minimum at v1, . . . , vk (k ≥ 1). Put

h = max{P (u1), . . . , P (um), P (v1), . . . , P (vk)}.

Again since a graph of P (x) has finitely many inflection points, for all
a large enough with a > max{h, 1995}, the equation P (x) = a has at most
two solutions (counted with multiplicities), which implies that n = 2.

However, in this case, for the quadratic polynomial P (x) with a > 1995
large enough, the equation P (x) = a has at most one root which is larger
than 1995, and so this polynomial does not satisfy our problem.

Thus all solutions of the problem are P (x) = px + q with p > 0 and
q ≤ 1995(1− p).

4.2.31

The given system is equivalent to{
y(x3 − y3) = a2, (1)
y(x + y)2 = b2. (2)

There are four cases:

• If a = b = 0: system has infinitely many solutions (x, 0) with any x.

• If a �= 0, b = 0: (1) gives y �= 0 and then (2) gives x = −y. Substituting
this into (1) we get

−2y4 = a2,

which has no solutions, and hence the system is inconsistent.

• If a = 0, b �= 0: (2) gives y �= 0 and then (1) gives x3 = y3, or x = y.
Substituting this into (2) we get

4y3 = b2,
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which gives y = 3

√
b2

4
. In this case the system has a unique solution (x, y)

with x = y = 3

√
b2

4
.

• If a �= 0, b �= 0: it suffices to consider a, b > 0 (otherwise we just take
absolute values of a, b). From (2) it follows that y > 0, and then from (1)
it follows that x > y > 0. Furthermore, (2) given

x =
b√
y
− y.

Put t =
√

y, we have x =
b

t
− t2. Then (1) is equivalent to

t2

((
b

t
− t2

)3

− t6

)
= a2,

or
t9 − (b − t3)3 + a2t = 0.

Consider a function f(t) = t9 − (b − t3)3 + a2t on [0, +∞), which has a
derivative

f ′(t) = 9t8 + 9(b − t3)2t2 + a2 ≥ 0, ∀t ≥ 0.

This shows that f(t) is increasing on [0,∞). Note that f(0) = −b3 <
0, f( 3

√
b) = b3 + a2 3

√
b > 0. Then the equation f(t) = 0 has a unique solu-

tion t0 > 0, and so the system has a unique solution (x, y) =
(

b
t0

− t20, t
2
0

)
.

4.2.32

From
f(n) + f(n + 1) = f(n + 2) · f(n + 3) − 1996, ∀n ≥ 1, (1)

we have

f(n + 1) + f(n + 2) = f(n + 3) · f(n + 4) − 1996, ∀n ≥ 1. (2)

Subtracting (1) and (2) yields

f(n + 2) − f(n) = f(n + 3)
[
f(n + 4) − f(n + 2)

]
, ∀n ≥ 1.

From this formula, by induction we can show that

f(3) − f(1) = f(4) · f(6) · · · f(2n) · [f(2n + 1) − f(2n − 1)
]
, ∀n ≥ 2, (3)
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and

f(4) − f(2) = f(5) · f(7) · · · f(2n + 1) · [f(2n + 2) − f(2n)
]
, ∀n ≥ 2. (4)

• If f(1) > f(3), then f(2n − 1) > f(2n + 1), ∀n ≥ 1. In this case (3)
shows that there are infinitely many positive numbers less than f(1), which
is impossible. Thus we should have f(1) ≤ f(3).

Similarly, f(2) ≤ f(4).
• If f(1) < f(3) and f(2) < f(4), then (3) and (4) give f(2n − 1) <

f(2n + 1) and f(2n) < f(2n + 2), ∀n ≥ 1. In this case f(3) − f(1) has
infinitely many distinct positive divisors, which is impossible. Thus we have
either f(1) = f(3), or f(2) = f(4).

• If f(1) = f(3) and f(2) = f(4), then (3) and (4) give

f(1) = f(2n− 1) and f(2) = f(2n), ∀n ≥ 1. (5)

Substituting this into (1) we get

f(1) + f(2) = f(1) · f(2) − 1996 ⇐⇒ [
f(1) − 1

] · [f(2) − 1
]

= 1997.

Since 1997 is a prime number, there are two cases: either f(1) = 2, f(2) =
1998 or f(1) = 1998, f(2) = 2. Combining this and (5) we get solutions

f(n) =

{
2, if n is odd,

1998, if n is even,

or

f(n) =

{
2, if n is even,

1998, if n is odd.

• If f(1) = f(3) and f(2) < f(4), then from (3) it follows that f(1) =
f(2n−1), ∀n ≥ 1. Substituting this into (4) gives f(4)− f(2) = [f(1)]n−1·[
f(2n + 2) − f(2)

]
and f(2n) < f(2n + 2), ∀n ≥ 1.

By the same argument as above, if f(1) > 1, then f(4) − f(2) has
infinitely many distinct positive divisors, which is impossible. So we must
have f(1) = 1 and f(2n− 1) = f(2n + 1), ∀n ≥ 1, y (3). Substituting this
into (1) we get f(4) − f(2) = 1997.

Furthermore, from (4) it follows that f(4)−f(2) = f(2n+2)−f(2n), ∀n ≥
1. So in this case the solutions are

f(n) =

{
1, if n is odd,

k + 1997
(

n
2 − 1

)
, if n is even,

where k is any positive integer.
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• Finally, if f(2) = f(4) and f(1) < f(3), then by similar argument we
have solutions

f(n) =

{
1, if n is even,


 + 1997
(

n−1
2

)
, if n is odd,

where 
 is any positive integer.

4.2.33

We have
kn > 2nk ⇐⇒ n log k > log 2 + k log n. (1)

Consider a function f(x) = n log x − x log n on (1, +∞). Since

f ′(x) =
n

x
− log n = 0 ⇐⇒ x =

n

log n
,

which shows that f(x) is increasing on
(
1, n

log n

)
and decreasing on

(
n

log n , +∞
)
.

Note that 2 ≤ k ≤ n− 1, then f(x) attains its minimum on [2, n− 1] at
one of the two endpoints. So in order to prove (1) it suffices to prove that
f(2) > log 2 and f(n − 1) > log 2, for all n ≥ 7.

For the first inequality:

f(2) > log 2 ⇐⇒ n log 2 − 2 log n > log 2 ⇐⇒ 2n−1 > n2.

This inequality can be proved easily by induction.

For the second inequality:

f(n−1) > log 2 ⇐⇒ n log(n−1)−(n−1) log n > log 2 ⇐⇒ (n−1)n > 2nn−1.

Put n − 1 = t ≥ 6, the inequality is equivalent to

tt+1 > 2(t + 1)t,

or

t > 2
(

1 +
1
t

)t

.

Indeed, it is well-known that
(
1 + 1

t

)t
< 3 for t > 0. Then 2

(
1 + 1

t

)t
<

6 ≤ t.
The proof is complete.
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4.2.34

Since 1997 is a prime number, (n, 1997) = 1. Then ai and bj are not integers
for all i ≤ 1997, j < n.

In order to prove ck+1 − ck < 2 we notice the following two properties:
1) ai �= bj , ∀i, j.
2) For non-integers x, y with x + y = m ∈ Z, it holds [x] + [y] = m− 1.
Let m be a fixed number (i < m < 1997 + n). We count how many

numbers in (ai) which are less than or equal to m. Since

ai ≤ m ⇐⇒
{

i < 1997,
i(1997+n)

1997 ≤ m,

there are
[

1997m
1997+n

]
such numbers. Similarly, there are

[
mn

1997+n

]
numbers in

(bj) which are less than or equal to m.
Thus the number of elements in (ck) which less than or equal to m is[

1997m

1997 + n

]
+

[
mn

1997 + n

]
.

Furthermore, since

1997m

1997 + n
+

mn

1997 + n
= m ∈ N,

by the second notice said above,[
1997m

1997 + n

]
+

[
mn

1997 + n

]
= m − 1.

So in (1, m) there are exactly m − 1 elements of (ck). Letting m =
2, 3, . . . , 1996 + n we see that in each interval (m − 1, m) there is exactly
one element of (ck). Thus ck+1 − ck < 2, for all k = 1, 2, . . . , 1994 + n.

4.2.35

Consider the following cases for a.

Case 1: a = 0. Then xn = 0 for all n, and so lim
n→∞xn = 0.

Case 2: a = 1. Then xn = 1 for all n, and so lim
n→∞xn = 1.

Case 3: a > 0, a �= 1. Then as xn+1 has the same sign as xn, we see
that xn > 0 for all n.
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Note that

xn+1 − 1 =
(xn − 1)3

3x2
n + 1

,

which shows that xn+1 − 1 and xn − 1 have the same sign. Therefore,
• If a ∈ (0, 1), then xn < 1 for all n.
• If a > 1, then xn > 1 for all n.
Now consider

xn+1 − xn =
2xn(1 − x2

n)
3x2

n + 1
,

which gives that (xn) is either increasing and is bounded from above by 1,
or decreasing and is bounded from below by 1. In both cases, there exists
lim

n→∞xn = L, and moreover L > 0.
Letting in the given equation n → ∞, we obtain

L =
L(L2 + 3)
3L2 + 1

=⇒ L = 1.

Case 4: a < 0. Consider a sequence (yn) defined by yn = −xn, ∀n ≥ 1.
We then reduce this case to Case 3, and obtain that (yn) converges and
lim

n→∞ yn = 1, or equivalently, (xn) converges and lim
n→∞ xn = −1.

Overall, the sequence (xn) always converges and

lim
n→∞ xn =


−1, if a < 0,

0, if a = 0,

1, if a > 0.

4.2.36

From the assumptions of the problem, it follows that an is integer for all
n ≥ 0.
1) Put bn = an+1 − an, we have

bn+2 = 2bn+1 − bn,

which means that

bn+2 − bn+1 = bn+1 − bn = · · · = b1 − b0 = a2 − 2a1 + a0 = 2.

Thus
bn+1 = bn + 2, ∀n ≥ 0,
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which implies that

bn = b0 + 2n = 2n + b − a, ∀n ≥ 0.

Hence

an − a0 =
n−1∑
k=0

bk = 2
n−1∑
k=0

k + n(b − a) = n(n − 1) + n(b − a), ∀n ≥ 0,

which gives
an = n2 + n(b − a − 1) + a, ∀n ≥ 0.

2) Suppose that an = c2, where n ≥ 1998 and c is a positive intefger. Then

4c2 = 4an

= 4n2 + 4n(b − a − 1) + 4a

= [2n + (b − a − 1)]2 + 4a − (b − a − 1)2.

Put α = 2n + (b − a − 1), β = 4a− (b − a − 1)2. Then

β = 4c2 − α2 = (2c + α)(2c − α).

Note that α is a positive integer for n large enough.

If β �= 0 then 2c − α �= 0. Since 2c − α is integer,

|β| ≥ |2c + α| ≥ 2c + α ≥ α = 2n + (b − a − 1),

which is impossible for n large, as β is a constant.

So we must have β = 0, and 4a = (b − a − 1)2. Put b − a − 1 = 2t, we
have a = t2 and b = a + 1 + 2t = (t + 1)2.

Conversely, if a = t2 and b = (t+1)2, then an = n2 +n(b− a− 1)+ a =
(n + t)2.

Thus an is a square for all n if and only if a = t2, b = (t + 1)2, where t
is integer.

4.2.37

If a = 1: xn = 1 for all n, and hence lim
n→∞xn = 1.

If a > 1: we prove by induction that xn > 1 for all n.
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Indeed, x1 = a > 1. Suppose that xn > 1. We have

xn+1 > 1 ⇐⇒ log
(

x2
n

1 + log xn

)
> 0 ⇐⇒ x2

n − 1 − log xn > 0.

Consider a function f(x) = x2 − 1 − log x on [1, +∞). It is easy to see
that f ′(x) > 0, ∀x ≥ 1, and hence f(x) increases on [1, +∞). Moreover,
f(1) = 0, and so f(x) > 0, ∀x > 1. In particular, xn+1 > 1. The claim is
proved.

Next we prove that (xn) is decreasing. Indeed, it is equivalent to xn −
xn+1 > 0, ∀n ≥ 1. We have

xn − xn+1 > 0 ⇐⇒ xn − 1 − log
(

x2
n

1 + log xn

)
> 0.

So consider a function

f(x) = x − 1 − log
x2

1 + log x
, x ∈ [1, +∞).

It has a derivative

f ′(x) =
x − 1 + x log x − 2 log x

x(1 + log x)
, x ∈ [1, +∞). (1)

We in turn consider a function g(x) = x−1+x logx−2 logx on [1, +∞),
which has on [1, +∞) a derivative

g′(x) = 2
(

1 − 1
x

)
+ log x.

It is clear that g′(x) > 0, ∀x > 1 and g′(x) = 0 ⇐⇒ x = 1. Then g(x)
increases on this interval. Also as g(1) = 0, we get that g(x) > 0, ∀x > 1,
and g(x) = 0 if and only if x = 1.

From this fact and (1) it follows that f ′(x) > 0, ∀x > 1, and f ′(x) =
0 ⇐⇒ x = 1. So f(x) increase on [1, +∞), and f(x) > 0, ∀x > 1, as
f(1) = 0. In particular, since xn > 1, ∀n ≥ 1,

f(xn) > 0 ⇐⇒ xn > xn+1, ∀n ≥ 1.

Thus (xn) is decreasing, and is bounded from below by 1. By Weier-
strass theorem, there exists lim

n→∞xn = L, and L ≥ 1.

Letting n → ∞ in the assumption of the problem, we have

L = 1 + log
(

L2

1 + log L

)
⇐⇒ L − 1 − log

(
L2

1 + log L

)
= 0,

which means that f(L) = 0. Thus L = 1.
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4.2.38

Suppose that such a sequence does exist. For each n ≥ 1 we rearrange
x1, . . . , xn in an increasing sequence xi1 , . . . , xin , where (i1, . . . , in) is a
permutation of (1, . . . , n). Note that i1 �= in, then either i1 ≥ 1 and in ≥ 2,
or in ≥ 1 and i1 ≥ 2. In any cases we always have

1
i1(i1 + 1)

+
1

in(in + 1)
≤ 1

1 · 2 +
1

2 · 3 =
1
2

+
1
6
.

Denote M = 0.666, we then have

2M ≥ xin − xi1

=
n∑

k=2

(xik
− xik−1)

≥
n∑

k=2

(
1

ik(ik + 1)
+

1
ik−1(ik−1 + 1)

)

= 2
n∑

k=1

1
k(k + 1)

− 1
in(in + 1)

− 1
i1(i1 + 1)

≥ 2
n∑

k=1

1
k(k + 1)

− 1
2
− 1

6

= 2
(

1 − 1
n + 1

)
− 2

3
=

4
3
− 2

n + 1
.

Letting n → ∞, we have

lim
n→∞

(
4
3
− 2

n + 1

)
=

4
3

> 1.332 = 2M,

which is impossible.
Thus there does not exist such a sequence.

4.2.39

Note that u3 = 5 and (un) is an increasing sequence of positive numbers.
Furthermore, the given equation un+2 = 3un+1 − un shows that un+1 +
un−1 = 3un. From this it follows that

(un+2 + un)un = 3un+1un

= un+1(un+1 + un−1)
(n ≥ 2),
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or equivalently,

un+2un − u2
n+1 = un+1un−1 − u2

n, (n ≥ 2).

This means that

un+2un − u2
n+1 = · · · = u3u1 − u2

2 = 1 (n ≥ 1),

which implies that

un+2 =
1 + u2

n+1

un
, ∀n ≥ 1.

Therefore,

un+2 + un =
1 + u2

n+1

un
+ un =

1
un

+ un +
u2

n+1

un
,

which, by Cauchy inequality, gives

un+2 + un ≥ 2 +
u2

n+1

un
, ∀n ≥ 1.

4.2.40

Denote three positive roots of the given equation by m, n, p. By Viète
formula 

m + n + p = 1
a ,

mn + np + pm = b
a ,

mnp = 1
a ,

which implies that a, b > 0.
Furthermore, by the well-known inequality (m+n+p)2 ≥ 3(mn+np+

pm), the equality occurs if and only if m = n = p, we have

1
a2

≥ 3b

a
⇐⇒ 0 < b ≤ 1

3a
. (1)

On the other hand, by Cauchy inequality, m + n + p ≥ 3 3
√

mnp, the
equality occurs if and only if m = n = p, we also have

1
a
≥ 3 3

√
1
a
⇐⇒ 0 < a ≤ 1

3
√

3
. (2)

Consider a function

f(x) =
5a2 − 3ax + 2

a2(x − a)
, x ∈

(
0,

1
3a

)
,
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which has derivative

f ′(x) = − 2(a2 + 1)
a2(x − a)2

< 0, ∀x ∈
(

0,
1
3a

)
,

and hence f(x) is decreasing on this interval. Then

f(x) ≥ f

(
1
3a

)
=

3(5a2 + 1)
a(1 − 3a2)

, ∀x ∈
(

0,
1
3a

)
. (3)

Next, note that, by (2) we have 0 < a ≤ 1
3
√

3
. So consider a function

g(x) =
3(5x2 + 1)
x(1 − 3x2)

, x ∈
(

0,
1

3
√

3

]
,

which has a derivative

g′(x) =
15x4 + 14x2 − 1

x2(3x2 − 1)2
< 0, ∀x ∈

(
0,

1
3
√

3

]
.

We get that g(x) is decreasing and hence

g(x) ≥ g

(
1

3
√

3

)
= 4

√
3. (4)

Combining (3) and (4) yields

P =
5a2 − 3ab + 2

a2(b − a)
≥ 12

√
3.

The equality occurs if and only if a = 1√
3
, b =

√
3, or m = n = p =

√
3.

Thus the minimum value of P is 12
√

3.

4.2.41

Substituting y = 0 and y = 1 into the given equation we have

2f(x) = 3f

(
2x

3

)
, ∀x ∈ [0, 1], (1)

and

2f(x) = 3f

(
2x + 1

3

)
, ∀x ∈ [0, 1]. (2)
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Since f(x) is defined and continuous on [0, 1], there exists

M := max
x∈[0,1]

f(x) = f(x0),

for some x0 ∈ [0, 1].
Note that f(0) = f(1) = 0, we have M ≥ 0. Consider two cases:

Case 1: x0 ∈
[
0,

2
3

]
. Then 0 ≤ 3x0

2
≤ 1. From (1) it follows that

2f

(
3x0

2

)
= 3f

(
2
3
· 3x0

2

)
= 3f(x0),

or

M = f(x0) =
2
3
f

(
3x0

2

)
≤ 2

3
M,

which gives M = 0.

Case 2: x0 ∈ [2/3, 1]. Then 0 <
3x0 − 1

2
≤ 1. Similarly, from (2) we have

2f

(
3x0 − 1

2

)
= 3f

(
2 3x0−1

2 + 1
3

)
= 3f(x0),

or

M = f(x0) =
2
3
f

(
3x0 − 1

2

)
≤ 2

3
M,

which also gives M = 0.

Thus in both cases f(x) ≤ 0 for all x ∈ [0, 1].

Now consider a function g(x) = −f(x) on [0, 1]. We can easily verify
that this function g(x) satisfies all requirements of the problem, as f(x)
does. By the proof above, we have g(x) ≤ 0 for all x ∈ [0, 1], or f(x) ≥ 0
for all x ∈ [0, 1].

Thus f(x) = 0 for all x ∈ [0, 1].

4.2.42

Replacing x by 1 − x we have

(1 − x)2f(1 − x) + f(x) = 2(1 − x) − (1 − x)4, ∀x. (1)

On the other hand, from the assumption we also have

f(1 − x) = 2x − x4 − x2f(x), ∀x. (2)
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Substituting (2) into (1) yields

f(x)(x2 − x − 1)(x2 − x + 1) = (1 − x)(1 + x3)(x2 − x − 1), ∀x,

or, due to x2 − x + 1 �= 0, ∀x, equivalently

(x2 − x − 1)f(x) = (1 − x2)(x2 − x − 1), ∀x,

which gives f(x) = 1 − x2 for all x �= α, β, where α, β are two roots of the
equation x2 − x − 1 = 0.

Furthermore, by Viète formula α + β = 1, αβ = −1. Substituting these
values into the given equation we obtain{

α2f(α) + f(β) = 2α − α4,

β2f(β) + f(α) = 2β − β4.

Then f(α) = k and f(β) = 2α − α4 − α2k, where k ia an arbitrary real
number.

Conversely, it is easy to verify that this function satisfies the given
equation.

Thus the answer is

f(x) =


k, if x = α,

2α − α4 − α2k, if x = β,

1 − x2, if x �= α, β

where α, β are two roots of the equation x2−x−1 = 0 and k is an arbitrary
real number.

4.2.43

We have x1 is defined for any x0 ∈ (0, c) if and only if

c ≥ √
c + x0 =⇒ c(c − 1) ≥ x0 =⇒ c(c − 1) ≥ c =⇒ c ≥ 2.

Conversely, we can prove, by induction, that if c > 2 then xn is well
defined for any n ≥ 1. Indeed, from x0 < c and c > 2 it follows that

c + x0 < 2c =⇒ √
c + x0 <

√
2c < c =⇒ c −√

c + x0 > 0,

which shows that x1 is well defined.
Suppose that xk (k ≥ 1) is well defined. Then 0 < xk <

√
c, and so

0 < c + xk < 2c =⇒ √
c + xk <

√
2c < c =⇒ c −√

c + xk > 0,
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which implies that xk+1 is well defined. By mathematical principle, we
conclude that with c > 2 all xn is well defined.

Suppose, at the moment, that (xn) has a limit L, of course, 0 < L <
√

c.
Then letting n → ∞ in the given equation we obtain√

c−
√

c+L=L

⇐⇒ c+L=(c−L2)2

⇐⇒ L4−2cL2−L+c2−c=0
⇐⇒ (L4+L3+L2−cL2)−(L3+L2+L−cL)−(cL2+cL+c−c2)=0
⇐⇒ (L2+L+1−c)(L2−L−c)=0.

Note that L2 −L− c < 0, as 0 < L <
√

c. Then we get L2 +L+1− c = 0,
which has two roots of opposite signs. Therefore, L must be a positive root
of this equation.

Now we show that (xn) converges to this limit. Indeed, let L be a

positive root of the equation L2 +L+1−c = 0, that is, L =
−1 +

√
4c− 3

2
.

In this case we have

|xn+1 − L| =
∣∣∣∣√c −√

c + xn − L

∣∣∣∣ =

∣∣c −√
c + xn − L2

∣∣√
c −√

c + xn + L

=
|(L + 1) −√

c + xn|√
c −√

c + xn + L
≤ |(L + 1) −√

c + xn|
L

=
|(L + 1)2 − c − xn|

L (L + 1 +
√

c + xn)
=

|xn − L|
L (L + 1 +

√
c + xn)

≤ |xn − L|
L2 + L + L

√
c

=
|xn − L|

c − 1 + L
√

c
.

Note that c − 1 + L
√

c ≥ 1 + L
√

c > 1. Then from the inequality

|xn+1 − L| ≤ |xn − L|
c − 1 + L

√
c
,

it follows that there exists

lim
n→∞xn = L =

−1 +
√

4c− 3
2

.
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4.2.44

1) We have

P3(x) = x3 sin α − x sin 3α + sin 2α

= x3 sin α − x(3 sin α − 4 sin3 α) + 2 sin α cosα

= sin α(x + 2 cosα)(x2 − 2x cosα + 1).

Note that f(x) = x2 − 2x cosα +1 has no real roots, as α ∈ (0, π). So f(x)
is only quadratic polynomial of the form x2 + ax + b that P3(x) is divisible
by.

Moreover, for any n ≥ 3

Pn+1(x)=xn+1 sin α−x sin(n+1)α+sin(nα)
=xn+1 sin α−x[sin(n−1)α−2 sin(nα) cos α]+sin(nα)
=x[xn sinα−x sin(nα)+sin(n−1)α]+(x2−2x cosα+1) sin(nα)
=xPn(x)+(x2−2x cosα+1) sin(nα).

So, f(x) = x2 − 2x cosα + 1 is the desired polynomial.

2) Assume, in contrary, that there is a linear binomial g(x) = x + c with
c ∈ R such that Pn(x) is divisible by g(x) for all n ≥ 3. Then there exists
x0 (namely, x0 = −c) for which Pn(x0) = 0 for all n ≥ 3.

By 1) we have Pn+1(x) − xPn(x) = (x2 − 2x cosα + 1) sin(nα) =
f(x) sin(nα). Substituting x = x0 into this equation we obtain

0 = Pn+1(x0) − x0Pn(x0) = f(x0) sin(nα), ∀n ≥ 3,

which implies that sin(nα) = 0 for all n ≥ 3. In particular,

sin(4α) = sin(3α) = 0.

However, sin(4α) = sin(3α + α) = sin(3α) cosα + cos(3α) sin α, and so we
arrive to sin α = 0, which is impossible, as 0 < α < π.

Thus such a linear function does not exists.

4.2.45

Note that xn > 0 for all n. Put yn =
2
xn

, we have

y1 = 3, yn+1 = 4(2n + 1) + yn, ∀n ≥ 1. (1)
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From (1), by induction, it follows that

yn = (2n − 1)(2n + 1), ∀n ≥ 1.

Therefore,

xn =
2
yn

=
2

(2n − 1)(2n + 1)
=

1
2n− 1

− 1
2n + 1

,

which gives
2001∑
i=1

xi = 1 − 1
4003

=
4002
4003

.

4.2.46

1) Let b = 1. Consider two cases.
Case 1: a = kπ (k ∈ Z). Then xn = a for all n, and so (xn) converges

and
lim

n→∞xn = a

Case 2: a �= kπ (k ∈ Z). Then denote f(x) = x + sin x, x ∈ R, we can
rewrite (xn) in the form

x0 = a, xn+1 = f(xn), ∀n ≥ 0.

Note that f ′(x) = 1+cosx ≥ 0, ∀x, and so f(x) is increasing, which implies
that the sequence (xn) is monotone.

• For a ∈ (2kπ, (2k + 1)π), k ∈ Z: sina > 0, and so x0 < x1, which
gives that (xn) is increasing.

By induction we can prove that xn ∈ (2kπ, (2k + 1)π) for all n. Indeed,
it is obvious for n = 0. Suppose that the statement is true for n = m ≥ 0,
that is xm ∈ (2kπ, (2k + 1)π). In this case, since f(x) is increasing,

2kπ = f(2kπ) < f(xm) = xm+1 < f
(
(2k + 1)π

)
= (2k + 1)π,

which means that the statement is also true for n = m + 1.
Thus (xn) is increasing and is bounded from above by (2k + 1)π. By

Weierstrass theorem, there exists lim
n→∞xn = L, and moreover, 2kπ < a ≤

L ≤ (2k + 1)π and sinL = 0. From this it follows that L = (2k + 1)π.

• For a ∈ ((2k − 1)π, 2kπ), k ∈ Z: it is similar. We get that (xn) is
decreasing and is bounded from below by (2k − 1)π, and so there exists
lim

n→∞xn = (2k − 1)π.
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Thus for any given a, the sequence (xn) always converges and its limit,
as we can easily see, be written in the following general formula:

lim
n→∞xn =

(
2
[ a

2π

]
+ sign

({ a

2π

}))
,

where {x} = x − [x], and sign(x) is the sign function of x.

2) Let b > 2 be given. Consider a function

g(x) =
sinx

x
,

which is continuous on (0, π], and moreover, g(π) = 0, lim
x→0

g(x) = 1.

Then from 0 < 2
b < 1 it follows that there exists a0 ∈ (0, π) such that

sin a0

a0
=

2
b
,

or
2a0 = b sina0.

Take a = π − a0, we have

x0 = a = π − a0,

x1 = x0 + b sin x0 = π − a0 + b sin(π − a0)
= π − a0 + b sina0 = π − a0 + 2a0 = π + a0,

x2 = x1 + b sin x1 = π + a0 + b sin(π + a0)
= π + a0 − b sina0 = π + a0 − 2a0 = π − a0,

from which it follows that x0 = x2 = · · · = x2n = π − a0, x1 = x3 = · · · =
x2n+1 = π + a0, ∀n ≥ 0. That is, the sequence (xn) is periodic with the
period 2, so it diverges as n → ∞.

4.2.47

We have
(1 − x2)2

(1 + x2)2
f
(
g(x)

)
= (1 − x2)f(x), ∀x ∈ (−1, 1). (1)

Put h(x) = (1− x2)f(x), ∀x ∈ (−1, 1). Then we can verify that f(x) is
continuous on (−1, 1) and satisfies (1) if and only if h(x) is continuous on
(−1, 1) and satisfies

h
(
g(x)

)
= h(x), ∀x ∈ (−1, 1). (2)
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Note that ϕ(x) = 1−x
1+x , x > 0, is a bijection from (0, +∞) onto (−1, 1).

So we can write (2) as follows

h

(
g

(
1 − x

1 + x

))
= h

(
1 − x

1 + x

)
, ∀x > 0,

or

h

(
1 − x2

1 + x2

)
= h

(
1 − x

1 + x

)
, ∀x > 0. (3)

Consider a function k(x) = h
(

1−x
1+x

)
, x > 0. We can verify that h(x) is

continuous on (−1, 1) and satisfies (3) if and only if k(x) is continuous on
(0, +∞) and satisfies

k(x2) = k(x), ∀x > 0.

By induction we can prove that

k(x) = k
(

2n√
x
)
, ∀x > 0, ∀n ≥ 1,

which gives lim
n→∞

2n√
x = 1, and since k(x) is continuous on (0, +∞), h(x) =

h(1), ∀x > 0.
Thus h(x) = C (const) for all x ∈ (−1, 1), and hence

f(x) =
C

1 − x2
, ∀x ∈ (−1, 1), (4)

where C is an arbitrary real number.
Conversely, all functions defined by (4) satisfy requirements of the prob-

lem, so they are exactly what we are searching for.

4.2.48

Substituting y = f(x) and y = x2002 into the given equation, we have

f(0) = f
(
x2002 − f(x)

)− 2001[f(x)]2,

and
f
(
x2002 − f(x)

)
= f(0) − 2001x2002f(x).

Adding these two equations gives

f(x)
(
f(x) + x2002

)
= 0.

Then either f(x) = 0 for x = 0, or

f(x) = −x2002, for all x such that f(x) �= 0. (1)
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We can verify that two functions f1(x) ≡ 0 and f2(x) = −x2002, satisfy
f(0) = 0 and (1).

Now we prove that there does not exists a function f(x) satisfying the
given equation which is different from both f1 and f2. Indeed, by the argu-
ments above, such a function f should satisfy f(0) = 0 and (1). Moreover,
since f �= f2, there is x0 �= 0 such that f(x0) = 0. Also since f �= f1, there
is y0 �= 0 such that f(y0) �= 0.

Substituting x = 0 into the given equation and taking into account that
f(0) = 0, we have f(y) = f(−y) for all y. So we can assume that y0 > 0.

Since f(y0) �= 0, by (1),

f(y0) = −y2002
0 . (2)

On the other hand, substituting x = x0 and y = −y0 into the given equa-
tion, we get

f(−y0) = f
(
x2002

0 + y0

)
. (3)

From (1), (2), and (3) we obtain

0 �=−y2002
0 =f(y0)=f(−y0)=f

(
x2002

0 +y0

)
=− (

x2002
0 +y0

)2002
<−y2002

0 ,

because y0 > 0, which is impossible.
By verifying directly the functions f1 and f2, we see that the only solu-

tion of the problem is f(x) ≡ 0.

4.2.49

Put
fn(x) =

1
2x

+
1

x − 12
+

1
x − 22

+ · · · + 1
x − n2

.

1) We note that fn(x) is continuous and decreasing on (0, 1). Also

lim
x→0+

fn(x) = +∞, lim
x→1−

fn(x) = −∞.

Then for each n ≥ 1 the equation fn(x) = 0 has a unique solution xn ∈
(0, 1).

2) We have

fn+1(xn) =
1

2xn
+

1
xn − 12

+
1

xn − 22
+ · · · + 1

xn − n2
+

1
xn − (n + 1)2

=
1

xn − (n + 1)2
< 0,
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as a solution xn ∈ (0, 1).
Since lim

x→0+
fn+1(x) = +∞, the last inequality shows that for each n ≥ 1

the equation fn+1(x) = 0 has a unique solution in the interval (0, xn). Note
that (0, xn) ⊂ (0, 1) for all n, and then by the result of 1), xn+1 ∈ (0, xn)
for all n, or xn+1 < xn for all n.

Thus the sequence (xn) is decreasing and is bounded from below by 0,
by Weierstrass theorem, it converges.

4.2.50

Denote
fn(x) =

1
x − 1

+
1

22x − 1
+ · · · + 1

n2x − 1
− 1

2
.

1) For each n the function fn(x) is continuous, decreasing on (1, +∞).

Moreover, lim
x→1+

fn(x) = +∞, lim
x→+∞ fn(x) = −1

2
. Hence the equation

fn(x) = 0 has a unique solution xn > 1.

2) For each n we have

fn(4) = −1

2
+

1

22 − 1
+ · · · + 1

(2k)2 − 1
+ · · · + 1

(2n)2 − 1

=
1

2

(
−1 + 1 − 1

3
+

1

3
− 1

5
+ · · · + 1

2k − 1
− 1

2k + 1
+ · · · + 1

2n − 1
− 1

2n + 1

)
= − 1

2(2n + 1)
< 0 = fn(xn).

So the function fn(x) is decreasing on (1, +∞), and hence

xn < 4, for all n. (1)

On the other hand, fn(x) is differentiable on [xn, 4], and so, by Lagrange
theorem, there exists t ∈ (xn, 4) such that

fn(4) − fn(xn)
4 − xn

= f ′
n(t) = − 1

(t − 1)2
− · · · − 1

(n2t − 1)2
< −1

9
,

or
− 1

2(2n + 1)(4 − xn)
< −1

9
,

which implies that

xn > 4 − 9
2(2n + 1)

, for all n. (2)
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From (1) and (2) it follows that

4 − 9
2(2n + 1)

< xn < 4, for all n,

which gives the desired limit.

4.2.51

The given equation is equivalent to

(x + 2)(x2 + x + 1)P (x − 1) = (x − 2)(x2 − x + 1)P (x), ∀x. (1)

Substituting x = −2 and x = 2 into (1) we get

P (−2) = P (1) = 0.

Also substituting x = −1 and x = 1 into the given equation we obtain

P (−1) = P (0) = 0.

From these facts it follows that

P (x) = (x − 1)x(x + 1)(x + 2)Q(x), ∀x, (2)

where Q(x) is a polynomial with real coefficients. Then

P (x − 1) = (x − 2)(x − 1)x(x + 1)Q(x − 1), ∀x. (3)

Combining (1), (2) and (3) yields

(x − 2)(x − 1)x(x + 1)(x + 2)(x2 + x + 1)Q(x − 1)
= (x − 2)(x − 1)x(x + 1)(x + 2)(x2 − x + 1)Q(x), ∀x,

which in turn implies that

(x2 + x + 1)Q(x − 1) = (x2 − x + 1)Q(x), ∀x �= 0,±1,±2.

As both sides are polynomials of a variable x, the last equality is valid for
all x ∈ R, that is,

(x2 + x + 1)Q(x − 1) = (x2 − x + 1)Q(x), ∀x. (4)

Taking into account that (x2 + x + 1, x2 − x + 1) = 1, we get

Q(x) = (x2 + x + 1)R(x), ∀x, (5)
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where R(x) is a polynomial with real coefficients, and so

Q(x − 1) = (x2 − x + 1)R(x − 1), ∀x. (6)

Combining (4), (5) and (6) yields

(x2 + x + 1)(x2 − x + 1)R(x − 1)
= (x2 − x + 1)(x2 + x + 1)R(x), ∀x,

or equivalently,
R(x − 1) = R(x), ∀x,

as (x2 + x + 1)(x2 − x + 1) �= 0, ∀x.
The last equation shows that R(x) = const. Thus

P (x) = C(x − 1)x(x + 1)(x + 2)(x2 + x + 1), ∀x,

where C is an arbitrary constant.
Conversely, by direct verification we wee that the above-mentioned poly-

nomials satisfy the requirement of the problem, and so they are all the
required polynomials.

4.2.52

1) Consider two cases.
Case 1: α = −1. Then xn = 0 for all n.

Case 2: α �= −1. Then xn �= −α for all n. So we can write

xn+1 =
α + 1
xn + α

, ∀n ≥ 1. (1)

Since x1 = 0, x2 =
α + 1

α
. Putting u1 = 0, u2 = α+1 and v1 = 1, v2 =

α, we can see that

x1 = 0 =
u1

v1
, x2 =

α + 1
α

=
u2

v2
.

Suppose that
xk =

uk

vk
,

for k ≥ 1. Then, by (1), we get xk+1 has a form

xk+1 =
uk+1

vk+1
,
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where (uk), (vk) defined by{
uk+1 = (α + 1)vk,

vk+1 = αvk + uk.

So by the principle of mathematical induction, we can conclude that

xn =
un

vn
,

where (un) and (vn) are defined by

u1 = 0, u2 = α + 1, v1 = 1, v2 = α,

un+1 = (α + 1)vn, vn+1 = αvn + un, ∀n ≥ 1.

From the equations for (un), (vn) it follows that (vn) is defined by

v1 = 1, v2 = α, vn+1 = αvn + (α + 1)vn−1.

Note that the characteristic equation of (vn) is x2−αx− (α+1) = 0, which
gives two roots x1 = −1, x2 = α + 1. In this case we have:

• If α = −2, then vn = (−1)n−1 + (−1)n−1(n − 1), ∀n ≥ 1.

• If α �= −2, then vn = (−1)n−1+(α+1)n

α+2 , ∀n ≥ 1.

From this it follows that

• If α = −2, then u1 = 0, un = − [
(−1)n−2 + (−1)n−2(n − 2)

]
, ∀n ≥ 2.

• If α �= −2: u1 = 0, un = (−1)n−2+(α+1)n−1

α+2 (α + 1), ∀n ≥ 2.
Finally, we get

xn =

{
n−1

n , ∀n ≥ 1, if α = −2,
[(−1)n−2+(α+1)n−1](α+1)

(−1)n−1+(α+1)n , ∀n ≥ 1, if α �= −2.

2) We can easily verify that

• If α = −1, then lim
n→∞xn = 0.

• If α = −2: lim
n→∞xn = 1.

• For the case α �= −2, we havex2k−1 = (α+1)2k−1−(α+1)
1+(α+1)2k−1 , ∀k ≥ 1,

x2k = (α+1)+(α+1)2k

(α+1)2k−1
, ∀k ≥ 1.
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Therefore,

• If |α+1| > 1, then lim
k→∞

x2k−1 = 1, lim
k→∞

x2k = 1, and hence lim
n→∞ xn =

1.

• If |α + 1| < 1, then lim
k→∞

x2k−1 = −(α + 1), lim
k→∞

x2k = −(α + 1), and

hence lim
n→∞xn = −(α + 1).

4.2.53

We have

f(cotx) = sin 2x + cos 2x

=
2 cotx

cot2 x + 1
+

cot2 x − 1
cot2 x + 1

=
cot2 x + 2 cotx − 1

cot2 x + 1
.

Note that there is a one-to-one correspondence between t ∈ R and x ∈ (0, π)
by t = cotx, we have

f(t) =
t2 + 2t − 1

t2 + 1
, t ∈ R.

Then

g(x) = f(sin2 x) · f(cos2 x) =
sin4 2x + 32 sin2 2x − 32
sin4 2x − 8 sin2 2x + 32

, x ∈ R. (1)

Put u = 1
4 sin2 2x. In this case u has the range [0, 1

4 ], and so g(x)
becomes

h(u) =
u2 + 8u − 2
u2 − 2u + 2

.

From (1) one gets

min
x∈R

g(x) = min
u∈[0, 14 ]

h(u), max
x∈R

g(x) = max
u∈[0, 1

4 ]
h(u).

Since

h′(u) =
2(−5u2 + 4u + 6)
(u2 − 2u + 2)2

> 0, ∀u ∈ [0,
1
4
],

h(u) is increasing on this interval. So minh(u) = h(0) = −1, maxh(u) =
h
(

1
4

)
= 1

25 .

Thus min g(x) = −1 occurs at x = 0, and max g(x) = 1
25 occurs at

x = π
4 .
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4.2.54

Note that f(x) =
1
2
x ∈ F , and so a ≤ 1

2 .
Furthermore, from assumptions of the problem, namely,{

f(3x) ≥ f
(
f(2x)

)
+ x, ∀x > 0,

f(x) > 0, ∀x > 0,

it follows that
f(x) ≥ 1

3
x, ∀x > 0. (1)

Consider (an) defined by

a1 =
1
3
, an+1 =

2a2
n + 1
3

, n ≥ 1.

It is clear that an > 0 for all n. Then we can prove by induction that

f(x) ≥ anx, ∀x > 0. (2)

Indeed, for n = 1 it is true, by (1). Suppose that (2) is true for n = k ≥ 1.
Then for all x > 0 we have

f(x) ≥ f

(
f

(
2x

3

))
+

x

3

≥ ak · f
(

2x

3

)
+

x

3

≥ ak · ak
2x

3
+

x

3

=
2a2

k + 1
3

x = ak+1.

By the principle of mathematical induction, the inequality (2) is true.

Furthermore, it is easily verified by induction that (an) is bounded from
above by 1

2 . Then

an+1 − an =
1
3
(an − 1)(2an − 1) > 0,

which shows that (an) is increasing. By Weierstrass theorem, there exists
lim

n→∞ an = L, which satisfies the equation (L−1)(2L−1) = 0, and moreover,

L ≤ 1
2 . Hence L = 1

2 .

Thus f(x) ≥ 1
2x, ∀x > 0, ∀f ∈ F , and so a = 1

2 .
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4.2.55

Note that xn > 0 for all n. We have

2xn+1 + 1 =
(4 + 2 cos 2α + 2 − 2 cos 2α)xn + 2 cos2 α + 2 − cos 2α

(2 − 2 cos 2α)xn + 2 − cos 2α

=
3(2xn + 1)

(2 − 2 cos 2α)xn + 2 − cos 2α
,

which leads to

1
2xn+1 + 1

=
(1 − cos 2α)(2xn + 1) + 1

3(2xn + 1)
=

1
3

(
2 sin2 α +

1
2xn + 1

)
.

This shows that

1
2xn+1 + 1

− sin2 α =
1
3

(
1

2xn + 1
− sin2 α

)
,

or
zn+1 =

1
3
zn,

where zn =
1

2xn + 1
− sin2 α.

Thus (yn) is a geometric progression with z1 = 1
3 − sin2 α and ratio

q = 1
3 . Then

n∑
k=1

zk =
(

1
3
− sin2 α

)
· 1 − 1

3n

1 − 1
3

=
3
2

(
1
3
− sin2 α

)(
1 − 1

3n

)
.

Then

yn =
n∑

k=1

1
2xk + 1

=
n∑

k=1

(zk + sin2 α)

=
3
2

(
1
3
− sin2 α

)(
1 − 1

3n

)
+ n sin2 α

=
1
2
(1 − 3 sin2 α)

(
1 − 1

3n

)
+ n sin2 α.

Since the sequence
(

1
3n

)
converges, the sequence (yn) converges if and

only if the sequence (n sin2 α) converges, or sin2 α = 0, that is α = kπ (k
is integer). Then

lim
n→∞ yn = lim

n→∞
1
2

(
1 − 1

3n

)
=

1
2
.
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4.2.56

Denote f(0) = k. Substituting x = y = 0 into the given equation, we get

f(k) = k2. (1)

Then substituting x = y and taking into account (1), we have f(k) =
[f(x)]2 − x2, or

[f(x)]2 = x2 + k2. (2)

This shows that [f(−x)]2 = [f(x)]2, or

[f(x) + f(−x)] · [f(x) − f(−x)] = 0, ∀x ∈ R. (3)

Assume that there is x0 �= 0 such that f(x0) = f(−x0). Then substi-
tuting y = 0 into the given equation one gets

f(f(x)) = kf(x) − f(x) − k, ∀x ∈ R,

and substituting x = 0, y = −x one obtains

f(f(x)) = kf(−x) + f(−x) − k,

which together yields

k[f(−x) − f(x)] + f(−x) + f(x) = 2k, (4)

from which, by substituting x = x0, we have

f(x0) = k. (5)

On the other hand, from (2) it follows that if f(x) = f(y) then x2 = y2.
Then by (5), the equality f(x0) = k = f(0) shows that x0 = 0, which
contradicts to x0 �= 0.

Thus f(−x) �= f(x) for all x �= 0. Then (3) gives k[f(x)−1] = 0, ∀x �= 0,
which implies that k = 0 (otherwise f(x) = 1, ∀x �= 0 contradicts to
f(−1) �= f(1)).

So we arrive to [f(x)]2 = x2.
Now assume that there is x0 �= 0 such that f(x0) = x0. Then x0 =

f(x0) = −f(f(x0)) = −f(x0) = −x0, which implies that x0 = 0. This is
impossible, as x0 �= 0. Hence, f(x) �= x, ∀x �= 0.

Then from [f(x)]2 = x2 it follows that f(x) = −x, ∀x ∈ R.

Conversely, by direct verification we see that this solution satisfies the
requirement of the problem. Thus the answer is f(x) = −x.
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4.2.57

Substituting x =
t

2
, y = − t

2
, z = 0 (t ∈ R) into the given equation we have

f(t) · f
(
− t

2

)2

+ 8 = 0

which shows that f(t) < 0 for all t. Then we can write f(x) = −2g(x),
where g(x) is a function we have to find.

Now the given equation becomes

g(x − y) + g(y − z) + g(z − x) = 3. (1)

Put u = x − y, v = y − z, then z − x = −(u + v). Also be denoting
h(x) = g(x) − 1 we get

h(u) + h(v) = −h(−u − v). (2)

Note that for u = v = 0 and u = x, v = 0 we have h(0) = 0 and h(−x) =
−h(x), respectively, and hence (2) can be written as

h(u) + h(v) = h(u + v).

The last functional equation is the Cauchy equation, which has all solutions
h(t) = Ct with C ∈ R. Then g(x) = Ct + 1 and f(x) = −2Cx+1.

Conversely, by direct verification we see that the obtained functions
satisfy the requirement of the problem. Thus the solutions are

f(x) = −2Cx+1,

where C is an arbitrary real constant.

4.2.58

The domain of definition of the system is x, y, z < 6. Then the system is
equivalent to 

x√
x2−2x+6

= log3(6 − y),
y√

y2−2y+6
= log3(6 − z),

z√
z2−2z+6

= log3(6 − x).

Consider a function

f(x) =
x√

x2 − 2x + 6
, x < 6,
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which has a derivative

f ′(x) =
6 − x

(x2 − 2x + 6)
√

x2 − 2x + 6
> 0, ∀x < 6,

and so f(x) is increasing, while a function g(x) = log3(6 − x), ∀x < 6 is
obviously decreasing.

Let (x, y, z) is a solution of the system. We prove that x = y = z.
Without loss of generality, we can assume that x = max{x, y, z}. There

are two cases:

Case 1: x ≥ y ≥ z. In this case, since f(x) increases,

log3(6 − y) ≥ log3(6 − z) ≥ log3(6 − x),

and hence, since g(x) decreases, x ≥ z ≥ y. Then y ≥ z and z ≥ y give
y = z, and therefore, x = y = z.

Case 2: x ≥ z ≥ y. Similarly, we get x ≥ z and z ≥ x which give x = z
and therefore x = y = z.

Thus the system becomes f(x) = g(x) = 6, x < 6. Note that f(x)
increases, and g(x) decreases, then the equation f(x) = g(x) has at most
one solution. Since x = 3, as can be easily seen, is a solution, the unique
solution of the equation, and therefore, of the system, is (3, 3, 3).

4.2.59

We have

f(x + y) + bx+y = (f(x) + bx) · 3by+f(y)−1, ∀x, y ∈ R. (1)

Put g(x) = f(x) + bx. Then (1) becomes

g(x + y) = g(x) · 3g(y)−1, ∀x, y ∈ R. (2)

Substituting y = 0 into (2) we get

g(x) = g(x) · 3g(0)−1, ∀x ∈ R,

which gives either g(x) = 0, ∀x ∈ R, or g(0) = 1.

If g(x) = 0, ∀x, then f(x) = −bx.

If g(0) = 1, then substituting x = 0 into (2) gives

g(y) = g(0) · 3g(y)−1 = 3g(y)−1,
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or
3g(y)−1 − g(y) = 0, ∀y ∈ R.

Consider a function h(t) = 3t−1−t which has derivative h′(t) = 3t−1 log 3
− 1. Note that h′(t) = 0 ⇐⇒ t = log3(log3 e + 1) < 1. Form this it fol-
lows that h(t) = 0 has two solutions t1 = 1 and t2 = c with 0 < c < 1
(as h(0) = 1

3 ). Thus g(y) = 3g(y)−1 gives either g(y) = 1, ∀y ∈ R, or
g(y) = c ∈ (0, 1), ∀y ∈ R.

We show that the second case is impossible. Indeed, if there is y0 ∈ R
such that g(y0) = c, then

1 = g(0) = g(y0 − y0) = g(−y0) · 3g(y0)−1 = c · g(−y0),

which gives g(−y0) = 1
c �= c: a contradiction.

Thus g(y) = 1, ∀y ∈ R, and hence f(x) = 1 − bx, ∀x ∈ R.

By direct verification shows that these two functions satisfy all require-
ments of the problem. Thus we have two solutions: f(x) = −bx and
f(x) = 1 − bx.

4.2.60

For each n put gn(x) = fn(x) − a, it is continuous, increasing on [0, +∞).
Note that gn(0) = 1− a < 0, gn(1) = a10 + n + 1− a > 0, and therefore the
equation gn(x) = 0 has a unique solution xn ∈ (0, +∞).

Furthermore,

gn

(
1 − 1

a

)
= a10

(
1 − 1

a

)n+10

+
1 − (

1 − 1
a

)n+1

1
a

− a

= a

(
1 − 1

a

)n+1
(

a9

(
1 − 1

a

)9

− 1

)
= a

(
1 − 1

a

)n+1

[(a − 1)9 − 1] > 0,

which gives

xn < 1 − 1
a
, ∀n ≥ 1.

Also we have

gn(xn) = a10xn+10
n + xn

n + · · · + 1 − a = 0,

which gives

xngn(xn) = a10xn+11
n + xn+1

n + · · · + xn − xna = 0,
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or

gn+1(xn) = xngn(xn) + 1 + axn − a = axn + 1 − a < 0

as xn < 1 − 1
a .

Since gn+1(x) increases, and 0 = gn+1(xn+1) > gn+1(xn), it follows
that xn < xn+1. Thus (xn) is increasing and bounded from above, hence
it converges.

Remark. We can prove that the limit is 1 − 1
a
.

4.2.61

Note that if (x, y) is a solution, then x, y > 1. Put t = log3 x > 0, that is
x = 3t, the second equation becomes y = 2

1
t . Then the first equation has

the form

9t + 8
1
t = a. (1)

The number of solutions of the given system is the same as the number of
solutions of equation (1).

Consider a function f(t) = 9t + 8
1
t − a on (0, +∞). We have

f ′(t) = 9t · log 9 − 8
1
t · log 8

t2
.

Note that on the interval (0, +∞) both functions 8
1
t · log 8 and

1
t2

are de-
creasing and positive. So

−8
1
t · log 8

t2

is increasing and hence f ′(t) is increasing too. Also since

f ′(
1
2
) · f ′(1) = 18(log 9 − log 2256)(log 27 − log 16) < 0,

there exists t0 ∈ (
1
2 , 1

)
such that f ′(t0) = 0.

From all said above it follows that f(t) is decreasing on (0, t0), increasing
on (t0, +∞), lim

t→0
f(t) = lim

t→+∞ f(t) = +∞. Moreover, f(1) = 17 − a ≤ 0.

So equation (1) has exactly 2 positive solutions.
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4.2.62

Consider a function
f(x) = 2−x +

1
2
, x ∈ R.

For each n we have

xn+4 = f(xn+2) = f(f(xn)),

or xn+4 = g(xn), where g(x) = f(f(x)) on R.
Note that f(x) is decreasing, and hence g(x) is increasing. So for each

k = 1, 2, 3, 4 a sequence (x4n+k) is monotone. Moreover, from definition of
(xn) it follows that 0 ≤ xn ≤ 2 for all n. Thus, for each k = 1, 2, 3, 4 the
sequence (x4n+k) converges.

Put limn→∞ x4n+k = Lk, k = 1, 2, 3, 4, then 0 ≤ Lk ≤ 2. As g(x) is
continuous on R, we have g(Lk) = Lk.

Consider s function h(x) = g(x) − x on [0, 2]. We see that

h′(x) = 2−(f(x)+x) · (log 2)2 − 1 < 0

on [0, 2] (as f(x)+x > 0 on this interval). Thus h(x) is decreasing on [0, 2],
and hence the equation h(x) = 0 has at most one solution, that is g(x) = x.
Note that g(1) = 1, and therefore we obtain Lk = 1, for each k = 1, 2, 3, 4.

Finally, since (xn) is the union of four subsequences (x4n+k), it converges
and the limit is 1.

4.3 Number Theory

4.3.1

We have to find a number

xxyy = 103x + 102x + 10y + y = 11(100x + y). (1)

This number is divisible by 11, and by 112 (as it is a square). So 100x + y
is divisible by 11, which mean that x + y is divisible by 11. Here 0 < x ≤
9, 0 ≤ y ≤ 9.

As the number is a square, the last digit y can be in within the set
{0, 1, 4, 5, 6, 9}. Then x = 11−y can be in within the set {11, 10, 7, 6, 5, 2}\
{11, 10}.

Thus we have the following pairs (x, y) = (7, 4), (6, 5), (5, 6), (2, 9) which
mean that the number is in within 7744, 6655, 5566, 2299. Among these
numbers there is only one which is a square, 7744. This is the answer.
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4.3.2

Factorizing into prime numbers, we have 1890 = 2 · 33 · 5 · 7, 1930 = 2 · 5 ·
193, 1970 = 2 · 5 · 197. Then

N = 1890 · 1930 · 1970 = 23 · 33 · 53 · 7 · 193 · 197,

which shows that each of its divisors has a form 2k1 ·3k2 ·5k3 ·7k4 ·193k5 ·197k6,
where k1, k2, k3 ∈ {0, 1, 2, 3} and k4, k5, k6 ∈ {0, 1}.

The unknown number is not divisible by 45 = 32 ·5, which means that it
cannot be both true that k2 ≥ 2 and k3 ≥ 1, or equivalently, either k2 ≤ 1
or k3 = 0. From this it can be inferred that the set of divisors of N is such
that k1, k4, k5, k6 can have any value said above, and either k2 ∈ {0, 1},
k3 ∈ {0, 1, 2, 3}, or k3 = 0, k2 ∈ {0, 1, 2, 3}.

So k1 can be four possible values, a pair (k2, k3) can be ten possible
values, and k4, k5, k6 can be two possible values. In total there are 4 · 10 ·
2 · 2 · 2 = 320 divisors of N that are not divisible by 45.

4.3.3

1) We have tan(α + β) = tan 45◦ = 1, or tan α+tan β
1−tan α tan β = 1. From this it

follows that

tan β =
1 − tanα

1 + tanα
, or

p

q
=

1 − m
n

1 + m
n

=
n − m

n + m
.

Consider two cases:

a) Two numbers m, n are of different parity. Then n−m and n+m are
both odd, and so they only have odd common divisors. These divisors then
divide (n− m) + (n + m) = 2n and (n + m)− (n− m) = 2m, which shows
that these divisors divide both m and n. This is impossible, as (m, n) = 1,
or the fraction n−m

n+m is irreducible. So we must have p = n−m, q = n + m.
In order to have p > 0 we must have n > m.

b) Both m, n are odd. Then n − m and n + m are even, and so (n −
m, n + m) = (2n, 2m) = 2, as (n, m) = 1. From this we infer that two
numbers n−m

2 and n+m
2 are co-prime, and hence p = n−m

2 , q = n+m
2 with

n > m.
Thus, if n > m then there is always a unique solution, namely

if n − m is odd, then p = n − m, q = n + m, (1)

while
if n − m is even, then p = n−m

2 , q = n+m
2 . (2)
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2) We follow the two cases said above.

a) We find a solution for the case n−m odd, that is when (1) is satisfied.
Then

m = q − n, p = 2n − q. (3)

As m, p > 0, we must have n < q < 2n. Furthermore, since p = 2n − q
and q are co-prime, q must be odd and (q, n) = 1. In this case, by (1),
(m, n) = 1. So in order to have (3) we must have n < q < 2n, q is odd, and
(q, n) = 1.

b) We find a solution for the case n−m even, that is when (2) is satisfied.
Then

m = 2q − n, p = n − q. (4)

As m, p > 0, we must have q < n < 2q. Furthermore, since m = 2q − n
and n are co-prime, n must be odd and (q, n) = 1. In this case, by (2),
(p, q) = 1. So in order to have (4) we must have q < n < 2q, n odd, and
(q, n) = 1.

Thus if (n, q) = 1, the greater number is odd and less than twice the
other number, then there is a unique solution, namely

if n < q, then m = q − n, p = 2n − q,

while
if n > q, then m = 2q − n, p = n − q.

3) Similarly, in case a) we have n = q−m > 0, p = q− 2m > 0 which gives
q > 2m. Then there is one solution if q is odd and (q, m) = 1.

In case b) we have n = 2q − m > 0, p = q − m > 0 that gives q > m,
and hence there is one solution if m is odd and (m, q) = 1.

Thus,

• If m < q < 2m, m is odd, then there is one solution n = 2q−m, p =
q − m.

• If 2m < q, m is even, q is odd, then there is one solution n =
q − m, p = q − 2m.

• If 2m < q, m is odd, q is even, then there is one solution n =
2q − m, p = q − m.

• If 2m < q, m is odd, q is odd, then there are two solutions n =
q − m, p = q − 2m and n = 2q − m, p = q − m.
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4.3.4

1) We have f(2) = (−1)0 = 1, and f(2) = f(2r) = 1 · f(p) = 1 + (−1)
p−1
2 ,

as 2 and 2r have 1 as the only odd divisor.

2) If a prime number p has a form p = 4k +1, then it has only two divisors
1 and 4k + 1. Thus f(p) = 1 + (−1)2k = 2. On the other hand, if a prime
number has a form p = 4k − 1, then f(p) = 1 + (−1)2k−1 = 0.

Furthermore, as pr has r + 1 odd divisors 1, p, p2, . . . , pr, we have

f(pr) = 1 + (−1)
p−1
2 + (−1)

p2−1
2 + · · · + (−1)

pr−1
2 .

So if p = 4k + 1, then f(pr) = r + 1; and if p = 4k − 1, then f(pr) ={
1, if r is even,

0, if r is odd.

3) A product f(N) · f(M) consists of such numbers that have the form

(−1)
n−1

2 · (−1)
m−1

2 = (−1)
n+m−2

2 ,

where n and m are odd divisors of N and M respectively.
On the other hand, f(N ·M) consists of numbers of the form (−1)

mn−1
2 .

Note that
(−1)

mn−1
2 : (−1)

n+m−2
2 = (−1)

(n−1)(m−1)
2 = 1,

(as m, n are odd, which imply that (n−1)(m−1)
2 is even). This means that

the summands of two sums are the same and hence

f(N · M) = f(N) · f(M).

From this it follows that

f(54 ·1128 ·1919) = f(54)·f(1128)·f(1719) = (1+4)·1·(1+19) = 5·20 = 100,

and

f(1980) = f(22 · 32 · 5 · 11) = f(22) · f(32) · f(5) · f(11) = 1 · 1 · 1 · 0 = 0,

as 11 is a prime number of the form 4k − 1.

Finally, we can see the following rule for computing f(N): factorizing N
into prime numbers that consist of three types, 2, pi = 4k + 1, qj = 4k − 1,
we can write N as

N = 2rpα1
1 · · · pαr

r qβ1
1 · · · qβs

s ,

which gives that

f(N) =

{
(1 + α1) · · · (1 + αr), if all βj are even,

0, if there is some βj odd.
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4.3.5

1) We have

A = 11 . . . 1︸ ︷︷ ︸
2n times

− 77 . . .7︸ ︷︷ ︸
n times

=
102n − 1
10 − 1

− 7 · 10n − 1
10 − 1

=
102n − 7 · 10n + 6

9
.

* For n = 1: A = 4 = 22.
* For n ≥ 2: (10n − 4)2 < 102n − 7 · 10n + 6 < (10n − 3)2 which shows

that the numerator of A cannot be a square, and hence neither can A.

2) Similarly,

B =
102n − b · 10n + (b − 1)

9
.

Denote by C the numerator of B. Since C = 9B, it follows that if B is
a square, then so is C. As n > 0, (b − 1) should be the last digit of C, and
so b ∈ {1, 2, 5, 6, 7}.

The case b = 7 was already considered. By substituting b = 1, 2, 5, 6 into
the expression of B we see that the only possible case is b = 2, for which
C = (10n −1)2. In this case B =

(
10n−1

3

)2
is a square, as 10n−1 = 99 . . .9︸ ︷︷ ︸

n times

is divisible by 3.

4.3.6

1) From n = 9u, n + 1 = 25v it follows that 25v = 9u + 1 which gives
u = 11 + 25t, v = 4 + 9t, where t is any integer. So there are infinitely
many pairs (99 + 225t, 100 + 225t), t ∈ Z, satisfying the requirements in
the problem.

2) Since both 21 and 165 are divisible by 3 and (n, n + 1) = 1, there is no
solution.

3) We have n = 9u, n + 1 = 25v, n + 2 = 4w. From the first two equations,
by 1) we get the form of n. So in order to satisfy the third equation we
must have

(99 + 225t) + 2 = 4w =⇒ 4w = 225t + 101,

which gives t = 3 + 4s, w = 194 + 225s, where s is any integer. Thus there
are infinitely many triples (774 + 900s, 775 + 900s, 776 + 900s) with s ∈ Z,
satisfying the requirements of the problem.
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4.3.7

We have the first term a1 = −1 and the difference d = 19, which gives the
general form an = a1 + (n − 1)d = 19n − 20, n ≥ 1. We need to find all n
for which

19n− 20 = 55 . . .5︸ ︷︷ ︸
k times

= 5 · 10k − 1
9

, for some k ≥ 1.

This is equivalent to 5 ·10k ≡ −4 (mod 19), or 5 ·10k ≡ 15 (mod 19), which
reduces to 10k ≡ 3 (mod 19).

Now consider a sequence of congruences for 10k (mod 19). We have
consecutively

100 ≡ 1, 101 ≡ 10, 102 ≡ 5, 103 ≡ 12, 104 ≡ 6, 105 ≡ 3.

Furthermore,
106 ≡ 11, 107 ≡ 15, . . . , 1018 ≡ 1.

So we obtain 1018�+5 ≡ 3 (mod 19) which implies that k = 18
 + 5, 
 ≥ 0.
Conversely, if k = 18
 + 5, 
 ≥ 0, then 10k ≡ 3 (mod 19). This implies

5 · 10k ≡ −4 (mod 19); that is, 5 · 10k = 19s − 4 for some s, which is
equivalent to 5(10k − 1) = 19s− 9. The left-hand side is divisible by 9 and
hence s is also divisible by 9; that is, s = 9r. Then we have

19r − 1 = 5 · 10k − 1
9

= 55 . . .5︸ ︷︷ ︸
k times

.

Thus the answer is all terms of the form 55 . . .5︸ ︷︷ ︸
18�+5 times

, 
 ≥ 0.

4.3.8

Note that n must be divisible by 3, so the smallest and largest are 102 and
999. Note that

102 ≤ n ≤ 999 ⇐⇒ 68 ≤ 2
3
abc ≤ 666 ⇐⇒ 68 ≤ a!b!c! ≤ 666. (1)

From a!b!c! ≤ 666 it follows that no digit is greater than 5, as 6! =
720 > 666. Also, since a!b!c! ≥ 68, we see that either each digit is ≥ 2, or
one among them is ≥ 4 (if two digits are 1 and 2, or both are different from
1), or two digits are ≥ 3 (then the third digit must be 2). All cases give
that a!b!c! is divisible by 8, that is, n is divisible by 4.
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Thus n = abc is divisible by 3, by 4, and its digits must satisfy the
conditions 0 < a, b, c ≤ 5. As n is even, so is c, that is c ∈ {2, 4}.

• If c = 2: as abc is divisible by 4, so is bc. Then b ∈ {1, 3, 5}, and
bc ∈ {12, 32, 52}.

• If c = 4: similarly, b ∈ {2, 4}, and bc ∈ {24, 44}.
However, n is divisible by 3, then a + b + c is divisible by 3. Combin-

ing this fact and the fact that a!b!c! is divisible by 8 yields the following
numbers:

312 (a = 3), 432 (a = 4), 252 (a = 2), 324 (a = 3), 144 (a = 1).

Among these candidates the only number that satisfies the requirement of
the problem is 432.

4.3.9

Consider P (x) = ax3 + bx2 + cx + d. For x = 0, 1,−1, 2 we have d, a + b +
c + d,−a + b − c + d, 8a + 4b + 2c + d are integers. So we get the following
integers

a + b + c = (a + b + c + d) − d,

2b = (a + b + c + d) + (−a + b − c + d) − 2d,

6a = (8a + 4b + 2c + d) + 2(−a + b − c + d) − 6b − 3d.

Thus P (x) is integer implies that 6a, 2b, a + b + c, d are integers.
Conversely, we write

P (x) = 6a
(x − 1)x(x + 1)

6
+ 2b

x(x − 1)
2

+ (a + b + c)x + d

and note that for any integer x, we always have that (x − 1)x(x + 1) is
divisible by 6, and since x(x − 1) is divisible by 2, P (x) is an integer.

Thus the answer is that 6a, 2b, a + b + c, d are integers.

4.3.10

We have

2(100a+10b+c) = (100b+10c+a)+(100c+10a+b)⇐⇒ 7a = 3b+4c. (1)

There are the obvious nine solutions a = b = c ∈ {1, 2, . . . , 9}. If any
two of a, b, c are equal, then (1) shows that they are all equal.
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Now consider the case where all are distinct. Writing equation (1) as

a − b

c − a
=

4
3
,

we get a − b = 4k, c − a = 3k k ∈ Z, and hence c − b = 7k. Note that
c − b < 10, so that k = ±1.

• For k = 1: a − b = 4, c − a = 3 =⇒ b = a − 4 ≥ 0, a = c − 3 ≤
6 =⇒ 4 ≤ a ≤ 6. Thus a = 4, 5, 6 which gives respectively b = 0, 1, 2 and
c = 7, 8, 9. So we have 407, 518, 629.

• Similarly, for k = −1 we obtain 370, 481, 592.
Thus there are 15 solutions.

4.3.11

By long division we have

f(x) = g(x) · h(x) + r(x),

where the remainder r(x) = (m3 + 6m2 − 32m + 15)x2 + (5m3 − 24m2 +
16m + 33)x + (m4 − 6m3 + 4m2 + 5m + 30) = Ax2 + Bx + C. In order
to have r(x) = 0 for all x we should have A = B = C = 0, which gives
m = ±1,±3. Among them only m = 3 is suitable.

4.3.12

We have
2x(1 + 2y−x + 2z−x) = 25 · 73.

Put M = 1+2y−x+2z−x, we see that M is odd, and hence 2x = 25, M =
73. So x = 5 and 2y−x+2z−x = 72 ⇐⇒ 2y−x(1+2z−y) = 23 ·9. By the same
argument, we have 2y−x = 23, 1 + 2z−y = 9, which give y − x = z − y = 3,
and so y = 8, z = 11.

Thus the answer is x = 5, y = 8, z = 11.

4.3.13

Note that if b > 2 then 2b − 2b−1 = 2b−1 > 2; that is 2b−1 + 1 < 2b − 1. So
if a < b, that is a ≤ b − 1, then 2a ≤ 2b−1, which implies that

2a + 1 < 2b − 1. (1)
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In this case 2a + 1 cannot be divisible by 2b − 1.
Now suppose that a = b. Then we have

2a + 1
2b − 1

= 1 +
2

2b − 1
,

which also shows that 2a + 1 cannot be divisible by 2b − 1.
Finally, in the case a > b we write a = bq + r, where q is a positive

number, r is either 0, or a positive number less than b. Then

2a + 1
2b − 1

=
2a − 2r

2b − 1
+

2r + 1
2b − 1

=
2a − 2a−qb

2b − 1
+

2r + 1
2b − 1

.

For the first fraction, since 2a − 2a−qb = 2a−qb(2qb − 1), it is divisible by
2qb − 1 = (2b)q − 1, and also by 2b − 1. For the second fraction, by (1), it
is always less than 1.

Summarizing all the arguments above, we conclude that such a and b
do not exist.

4.3.14

1) We can see that 1 cannot be represented in such a form. Indeed, for the
first six largest fractions

1
3

+
1
5

+
1
7

+
1
9

+
1
11

+
1
13

< 0.34+0.2+0.15+0.12+0.1+0.08 = 0.99 < 1.

2) For this case it is possible:

1 =
1
3

+
1
5

+
1
7

+
1
9

+
1
11

+
1
15

+
1
35

+
1
45

+
1

231
.

Generalization. For any odd number k ≥ 9 we can have

1 =
1
a1

+
1
a2

+ · · · + 1
ak

.

Indeed, note that
1
3

=
1
5

+
1
9

+
1
45

.

Then from 2) we replace

1
231

=
1

3 · 77
=

1
5 · 77

+
1

9 · 77
+

1
45 · 77
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to get k = 11. Then replace the smallest fraction 1
3m (here m = 15 · 77) by

the sum
1

3m
=

1
5m

+
1

9m
+

1
45m

,

to get k = 13, and so on.

4.3.15

Put α = min |f(x, y)|, where f(x, y) = 5x2 +11xy−5y2. Since the equation
f(x, y) = 0 has no real root, α is a positive integer. On the other hand,
α ≤ |f(1, 0)| = 5, and therefore α = 1, 2, 3, 4, 5.

Note that if x = 2k and y = 2m then f(2k, 2m) = 4f(k, m). In this
case pairs (2k, 2m) cannot make the given quantity minimal. So it suffices
to consider the case when x, y are not simultaneously even. If so f(x, y) is
odd integer and α = 1, 3, 5.

We prove that α �= 1, �= 3.
Suppose α = 1, that is there is a pair (x0, y0) such that |f(x0, y0)| = 1.

Consider case f(x0, y0) = 1 (the case f(x0, y0) = −1 is similar). We then
have

(10x0 + 11y0)2 − 221y2
0 = 20.

Let t = 10x0 + 11y0, then the last equation is rewritten as (t2 − 7) =
13 + 13 · 17y2

0. This is impossible, as t2 − 7 is never divisible by 13.
Similarly, the case α = 3 cannot occur, as t2 − 8 = 52 + 13 · 17y2

0 and
t2 − 8 can never be divisible by 13.

So α = 5 is the desired value, as f(1, 0) = 5.

4.3.16

If x = 0 then y = −2; if y = 0 then x = 2.

Consider x, y �= 0. There are two cases.

1) Case 1: xy < 0.
a. If x > 0, y < 0 then x3 = y3 + 2xy + 8 < 8, which implies that x = 1

and the equation becomes y3 + 2y + 7 = 0. There is no integer solution.
b. If x < 0, y > 0 then y3 − x3 = −2xy − 8 < −2xy. Also y3 − x3 =

y3 + (−x)3 ≥ y2 + (−x)2 ≥ −2xy. This is impossible.

2) Case 2: xy > 0.
We note that 2xy +8 > 0, and so x3 − y3 = (x− y)[(x− y)2 +3xy] > 0,

which implies that x − y > 0.
a. If x−y = 1, then we have y2+y−7 = 0. There is no integer solution.
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b. If x − y ≥ 2, then we get 2xy + 8 = (x − y)[(x − y)2 + 3xy] ≥
2(4 + 3xy) = 8 + 6xy, which implies that xy ≤ 0, a contradiction.

Thus there are two pairs of solutions (0,−2) and (2, 0).

4.3.17

Put (b, m) = d we have b = b1d, m = m1d with (b1, m1) = 1. So (an − 1)b
is divisible by m if and only if an − 1 is divisible by m1. We study this
condition.

First we note that the necessity is (a, m1) = 1, say if a and m1 have
a common prime divisor p then an − 1 is not divisible by p, while m1 is
divisible by this number.

We prove that this condition is also sufficient. Indeed, consider a se-
quence a, a2, . . . , am1+1, am1+2 consisting of m1 + 2 terms. By the Pigeon-
hole principle, there exit two terms ak, a� such that ak ≡ a� (mod m1), or
ak − a� = a�(ak−� − 1) is divisible by m1. This shows, due to (a, m1) = 1,
that ak−� − 1 is divisible by m1. So taking n = k − 
 we get that an − 1 is
divisible by m1.

Thus (an−1)b is divisible by m if and only if (a, m1) = 1. But (b1, m1) =
1, and so

(a, m1) = 1 ⇐⇒ (ab1, m1) = 1 ⇐⇒ (ab1d, m1d) = d ⇐⇒ (ab, m) = d.

This means that (ab, m) = (b, m) = d.

4.3.18

First note that (xn) and (yn) are sequences of positive integers.
We have

y1 − y0 = y4
0 − 1952 = 63584 = 32 · 1987,

and so y1 ≡ y0 (mod 1987).
Next consider

y2 − y1 = y4
1 − 1952 ≡ y4

0 − 1952 (mod 1987) ≡ 0 (mod 1987).

Thus y2 ≡ y1 (mod 1987), which implies that y2 ≡ y0 (mod 1987).
Similarly, we obtain

yk ≡ y0 (mod 1987) ≡ 16 (mod 1987), ∀k ≥ 1.
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On the other hand,

x1 − x0 = x1987
0 + 1622 = (3651987 − 365) + 1987.

But 3651987 − 365 ≡ 0 (mod 1987), by Fermat’s theorem, and so x1 ≡ x0

(mod 1987).
Also we have

x2 − x1 = x1987
1 + 1622 = x1987

0 + 1622 ≡ 0 (mod 1987),

that is x2 ≡ x1 (mod 1987), which implies that x2 ≡ x0 (mod 1987).
Similarly, we obtain

xn ≡ x0 (mod 1987) ≡ 365 (mod 1987), ∀n ≥ 1.

Thus, for all k, n ≥ 1 we always have |yk − xn| > 0, as 365 and 16 are
not congruent by (mod 1987).

4.3.19

1) Put g(n) = 4n2 + 33n + 29. Then g(n) = 1989(n2 + n + 1) − f(n),
and hence f(n) is divisible by 1989 if and only if g(n) is so. Consider
the following sequence −1, 1, 0, 1, 1, 2, . . ., denoted by (Fn), n ≥ 0 (that is,
added three numbers −1, 1, 0 to the given sequence). For the new sequence
we also have Fn+1 = Fn + Fn−1, n ≥ 1.

Let ri be the remainder of division of Fi by 1989, so 0 ≤ ri ≤ 1988. By
the Pigeonhole principle, among the first 19892+1 pairs (r0, r1), (r1, r2), . . .
there are at least two pairs that coincide, say (rp, rp+1) = (rp+�, rp+�+1),
that is rp = rp+�, rp+1 = rp+�+1. Note that Fn−1 = Fn+1 − Fn, we get

rp−1 = rp+�−1, rp−2 = rp+�−2, . . . , r2 = r�+2, r1 = r�+1, r0 = r�,

from which it follows that ri = ri+� for all i ≥ 0.
Thus r0 = r� = r2� = · · · = rk� for all k ≥ 1. Therefore, we have

Fk� = 1989t + r0 = 1989t− 1, t ∈ Z,

which gives

g(Fk�) = g (1989t− 1) = 4(1989t−1)2+33(1989t−1)+29 = 1989A, A ∈ Z.

On the other hand, Fk�, k ≥ 1 all are Fibonacci numbers, so there are
infinitely many such numbers F that f(F ) is divisible by 1989.
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2) We prove that there is no Fibonacci number G for which f(G) + 2 is
divisible by 1989.

Note that

f(n) + 2 = 1989(n2 + n + 1) − 26(n + 1) − (4n2 + 7n + 1),

and both 1989 and 26 are divisible by 13. So we suffice to show that for all
n ∈ N a number 4n2 + 7n + 1 is not divisible by 13.

Indeed, 16(4n2+7n+1) = (8n+7)2−7−13·2. Put 8n+7 = 13t±r (0 ≤
r ≤ 6), t, r are integers. We have (8n+7)2 = (13t± r)2 = (13t)2±2 ·13tr+
r2 = 13(13t2 ± 2tr) + r2, and so 16(4n2 + 7n + 1) = r2 − 7 + 13m for some
integer m. Direct verification shows that r2 − 7 is not divisible by 13 for
any r ∈ {0, 1, . . . , 6} .

4.3.20

Note the following equalities

100 = 92 + 19 · 12, (1)

1980 = 212 + 19 · 92, (2)

and
(x2 + 19y2)(a2 + 19b2) = (xa − 19yb)2 + 19(xb + ya)2, (3)

for all real numbers x, y, a, b.
We prove by induction that for each m ∈ N the number 100m has the

property that there exist two integers x, y such that x − y is not divisible
by 5 and 100m = x2 + 19y2.

Indeed, for m = 1 it is true by (1). Suppose that it is true for m = k ≥ 1,
that is

100k = x2 + 19y2,

for some integers x, y such that x−y is not divisible by 5. Then for m = k+1
we have

10k+1 = 100 · 100k = (92 + 19 · 12)(x2 + 19y2) = (9x− 19y)2 + 19(x + 9y)2,

by (3). Also since x−y is not divisible by 5, neither is (9x−19y)−(x+9y) =
8(x − y) − 20y. The claim is proved.

Now 101988 = 100994 has such a property. Suppose that 100994 = A2 +
19B2, where A − B is not divisible by 5. From (2) and (3) it follows that

198 · 101989 = 1980 · 100994 = (212 + 19 · 92)(A2 + 19B2)
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= (21A − 171B)2 + 19(21B + 9A)2 = x2 + 19y2, (4)

where x = 21A− 171B, y = 21B + 9A. Moreover, x− y = (21A− 171B)−
(21B + 9A) = 12(A − B) − 180B is not divisible by 5.

Also note, by (4), that if either of x, y is divisible by 5 then so is the
other. Since x − y is not divisible by 5, neither are x and y.

4.3.21

Let S be the sum of the removed numbers. The problem is equivalent to
finding the minimum value of S.

Let a1 < · · · < ap ∈ [1, 2n − 1] be the removed numbers. Note that
p ≥ n − 1, by the assumption.

• If a1 = 1 then 2 is removed, then 1 + 2 = 3, 1 + 3 = 4, . . . are all
must be removed. In this case S is maximum, or the sum of the remaining
numbers is 0.

• If a1 > 1, then a1 + ap ≥ 2n, otherwise a1 + ap ≤ 2n − 1 should
be removed, while ap < a1 + ap. This contradicts the fact that ap is the
greatest removed number.

Next we also have ap−1 + a2 ≥ 2n. Indeed, note that ap−1 + a1 ≥ ap,
otherwise this number ap−1 + a1 should be removed, while it is in between
two consecutive removed numbers ap−1 and ap, which is impossible. So
ap−1 + a1 ≥ ap and therefore, ap−1 + a2 > ap−1 + a1 ≥ ap. This implies
that ap−1 + a2 ≥ 2n (otherwise, this number should be removed, but it is
greater than ap, again contradiction).

Continuing this argument, we have

ap+1−i + ai ≥ 2n, for all 1 ≤ i ≤ p + 1
2

. (1)

From this it follows that

2S = (a1 + ap) + (a2 + ap−1) + · · · + (ap + a1) ≥ 2n.p ≥ 2n(n − 1),

or

S =
p∑

i=1

ai ≥ n(n − 1).

The equality occurs if and only if (1) is satisfied, that is ap+1−i + ai = 2n
for all 1 ≤ i ≤ p+1

2 . In this case ap = a1 + ap−1 = 2a1 + ap−2 = · · · = pa1,
which implies that 2n = a1 + ap = (p + 1)a1 ≥ na1 (as p ≥ n − 1 already
noted above), or a1 ≤ 2.

Combining a1 > 1 and a1 ≤ 2 yields a1 = 2 as well as p = n− 1, and so
ai = 2i (1 ≤ i ≤ n − 1).
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Summarizing: the desired removed numbers must be 2, 4, . . . , 2n−2, and
the maximum value of the sum of remaining numbers is 1+3+· · ·+(2n−1) =
n2.

4.3.22

Note that each positive number A can be written in the form A = 2rB with
B odd. By the requirement of the problem, we have to find a formula for
f(n) in the representation kn − 1 = 2f(n)B, where B is odd.

Write n = 2tm with m odd, also k − 1 = 2ru, k + 1 = 2sv with u, v
odd, and r, s ≥ 1 (as k > 1). Then

kn − 1 = (2ru + 1)n − 1 =
n∑

i=0

(
n

i

)
(2ru)i − 1 =

n∑
i=1

(
n

i

)
(2ru)i

=
(

n

1

)
2ru +

n∑
i=2

(
n

i

)
(2ru)i = 2rnu + 22rM. (1)

1) If n = m odd, then (1) gives km − 1 = 2r(mu + 2rM), and so
f(m) = r.

2) If n = 2p even, then k2p − 1 = (kp − 1)(kp + 1). Note that

kp + 1 = (2sv − 1)p + 1 =
p∑

i=0

(
p

i

)
(2sv)i(−1)p−i + 1

=
(

p

0

)
(−1)p +

(
p

1

)
(2sv)(−1)p−1 +

p∑
i=2

(
p

i

)
(2sv)i(−1)p−i + 1

= 22sN + (−1)p−12spv + (−1)p + 1. (2)

(i) If p is odd, by (2), kp + 1 = 22sN + 2spv = 2s(2sN + pv). Then by
(1) we have

k2p − 1 = (kp − 1)(kp + 1) = 2r(2rM + pu) · 2s(2sN + pv),

which implies that f(2p) = r + s, as r, s ≥ 1 and p, u, v are all odd.

(ii) If p is even, by (2), kp + 1 = 22sN − 2spv + 2 = 4P + 2 = 2(2P + 1).
Then

k2p − 1 = (kp − 1)(kp + 1) = 2f(p)Q · 2(2P + 1) = 2f(p)+1Q(2P + 1),
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which implies that f(2p) = 1 + f(p), as Q is odd.
So, for n = 2tm, with t ≥ 1, m odd, we have

f(n) = f(2tm) = (t − 1)f(2m) = r + s + t − 1.

Thus, {
f(m) = r, if m is odd,

f(2tm) = r + s + t − 1, if t ≥ 1 and m odd.

Moreover, k − 1 and k + 1 are two consecutive even numbers, then k ≡ 1
(mod 4) ⇐⇒ r > 1, s = 1, while k ≡ 3 (mod 4) ⇐⇒ r = 1, s > 1. So the
final answer is

f(m) = r, if m is odd,

f(2tm) = r + t, if t ≥ 1, r ≥ 2 and k ≡ 1 (mod 4),
f(2tm) = s + t, if t ≥ 1, s ≥ 2 and k ≡ 3 (mod 4).

4.3.23

Let A and B be sets of numbers which end with digits 1 or 9, and 3 or 7,
respectively. We note that for each n ∈ N, if a ∈ A then an ∈ A; if b ∈ B
then b2n ∈ A, while b2n+1 ∈ B.

Now put n = 2α5βk with k odd, not divisible by 5. We can verify that
f(n) = f(k) and g(n) = g(k). It suffices to prove that f(k) ≥ g(k).

1) For k = 1 it is obvious.

2) For k > 1: we prove by induction on s, where s is the number of
prime divisors of k. If s = 1 then k = p� (p /∈ {2, 5}, 
 ∈ N). By the note
above, we have

(i) If p ∈ A then f(k) = 
 + 1 > g(k) = 0.

(ii) If p ∈ B then f(k) =
[

�
2

]
+ 1 and

g(k) =

{[
�
2

]
(if 
 even),[

�
2

]
+ 1 (if 
 odd)

,

where [x] is the integral function of x. In this case f(k) ≥ g(k).

Suppose that the claim is true for s ≥ 1. In the case s + 1, k =
p�1
1 · · · p�s

s · p�s+1
s+1 , where pi /∈ {2, 5}, 
i ∈ N. Denote k′ = p�1

1 · · · p�s
s , we see

that k′ is odd, not divisible by 5, and k = k′p�s+1
s+1 .
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Note that d is a divisor of k if and only if d = d′p�
s+1, where d′ is a

divisor of k′ and 0 ≤ 
 ≤ 
s+1. By the note above, we have

f(k) = f(k′)f(p�s+1
s+1 ) + g(k′)g(p�s+1

s+1 ),

g(k) = f(k′)g(p�s+1
s+1 ) + g(k′)f(p�s+1

s+1 ).

So f(k)−g(k) = [f(k′)−g(k′)]·[f(p�s+1
s+1 )−g(p�s+1

s+1 )] ≥ 0, that is, f(k) ≥ g(k).
Everything is proved.

4.3.24

1) For each n denote bn ∈ [0, 3], cn ∈ [0, 4] the remainder of division of an

by 4 and 5, respectively. Then

b0 = 1, b1 = 3, bn+2 ≡ bn+1 + bn (mod 4),

and

c0 = 1, c1 = 3, cn+2 ≡
{

cn+1 − cn (mod 5) (n even),
−cn+1 (mod 5) (n odd).

Direct computations give

b0 = 1, b1 = 3, b2 = 0, b3 = 3, b4 = 3, b5 = 2, b6 = 1, . . .

and

c0 = 1, c1 = 3, c2 = 2, c3 = 3, c4 = 1, c5 = 4, c6 = 3, . . . ,

which lead to bk = bk+6�, ck = ck+8� for all k ≥ 2, l ≥ 1.

Note that 1995 = 3+6·332 = 3+8·249, and 1996 = 4+6·332 = 4+8·249,
we then have

b1995 = b3 = 3, b1996 = b4 = 3,

and
c1995 = c3 = 3, c1996 = c4 = 1.

Therefore, b1997 = 2, b1998 = 1, b1999 = 3, b2000 = 0 and c1997 = 4, c1998 =
3, c1999 = 2, c2000 = 4.

Thus
2000∑

k=1995

a2
k ≡

2000∑
k=1995

b2
k ≡ 0 (mod 4),
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and
2000∑

k=1995

a2
k ≡

2000∑
k=1995

c2
k ≡ 0 (mod 5).

Since (4, 5) = 1, we get
2000∑

k=1995

a2
k ≡ 0 (mod 20).

2) Note that 2n + 1 has a from either 6k + 1 or 6k + 3 or 6k + 5. By 1)
either a2n+1 ≡ 3 (mod 4), or a2n+1 ≡ 2 (mod 4).

On the other hand, a is a square if and only if a ≡ 0 (mod 4), or a ≡ 1
(mod 4). From this it follows that a2n+1 is never a square for any n.

4.3.25

From the second assumption it follows that for all n ∈ Z

f(f(n)) = n, (1)

f
(
f(n) + 3

)
= n − 3. (2)

Then by (2)
f(n − 3) = f

(
f(f(n) + 3)

)
and by (1)

f
(
f(f(n) + 3)

)
= f(n) + 3,

which give f(n) = f(n − 3) − 3.

By induction we can show that

f(3k + r) = f(r) − 3k, 0 ≤ r ≤ 2, k ∈ Z. (3)

The first assumption and (3) give

1996 = f(1995) = f(3 · 665 + 0) = f(0) − 1995 =⇒ f(0) = 3991. (4)

From (1) and (3) it follows that

0 = f
(
f(0)

)
= f(3991) = f(3 · 1330 + 1) = f(1) − 3990 =⇒ f(1) = 3990.

(5)
Put f(2) = 3s + r with 0 ≤ r ≤ 2, s ∈ Z, by (1) and (3)

2 = f
(
f(2)

)
= f(3s + r) = f(r) − 3s =⇒ f(r) = 3s + 2,

which implies that r = 2 and s is an arbitrary integer, because by (4) and
(5), f(0) = 3 · 1330 + 1, f(1) = 3 · 1330, both are not of the form 3s + 2.
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Substituting (4), (5) and (6) into (3) we obtain

f(n) =

{
3991− n, if n �= 3k + 2, k ∈ Z,

3s + 4 − n, if n = 3k + 2, k ∈ Z.

We can verify that this function satisfies the requirements of the prob-
lem.

4.3.26

1) By direct testing we can guess the following relation

a2
n+1 − anan+2 = 7n+1, (1)

which can be proved by induction.
From (1) it follows that the number of positive divisors of a2

n+1−anan+2

is n + 2.

2) We can get, by (1), that

a2
n+1 − an(45an+1 − 7an) − 7n+1 = 0

⇐⇒ a2
n+1 − 45anan+1 + 7a2

n − 7n+1 = 0.

This shows that the equation x2 − 45anx + 7a2
n − 7n+1 = 0 has an integer

solution. So ∆ = (45an)2 − 4(7a2
n − 7n+1) = 1997a2

n + 4 · 7n+1 must be a
square.

4.3.27

For n = 1, 2 we choose k = 2. Consider n ≥ 3. We note that

192n−2 − 1 = 2ntn, tn is odd. (1)

Indeed, this can be proved by induction. For n = 3 it is obvious. If it is
true for n ≥ 3, then

192n−1−1 = (192n−2
+1)·(192n−2−1) = (2ntn+2)·2ntn = 2sn·2ntn = 2n+1(sntn),

where sn and tn are odd. The note is proved.

We will now solve the problem again, by induction. For n = 3 it is true.
Suppose that there exists kn ∈ N such that 19kn − 97 = 2nA.
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a) If A is even, then 19kn − 97 is divisible by 2n+1.

b) If A is odd, then putting kn+1 = kn + 2n−2, by the note above, we
have

19kn+1 − 97 = 192n−2
(19kn − 97) + 97(192n−2 − 1) = 2n(192n−2

A + 97tn)

is divisible by 2n+1. The problem is solved completely.

4.3.28

We have

xn+2 = 22yn+1 − 15xn+1 = 22(17yn − 12xn) − 15xn+1

= 17(xn+1 + 15xn) − 22 · 12xn − 15xn+1,

which gives
xn+2 = 2xn+1 − 9xn, ∀n. (1)

Similarly,
yn+2 = 2yn+1 − 9yn, ∀n. (2)

1) From (1) it follows that xn+2 ≡ 2xn+1 (mod 3). This together with
x1 = 1, x2 = 29 implies that xn is not divisible by 3, and so

xn �= 0, ∀n. (3)

Furthermore,

xn+3 = 2xn+2 − 9n+1 = −5xn+1 − 18xn,

or equivalently,
xn+3 + 5xn+1 + 18xn = 0, ∀n. (4)

Assume that there is in (xn) a finite number of positive (or negative)
terms. Then all terms (xn), for n large enough, are positive (or negative),
this contradicts (3) and (4).

The argument is similar for (yn).

2) From (1) we have

xn+4 = −28xn+1 = 45xn,

which gives

xn ≡ 0 (mod 7) ⇐⇒ xn+4 ≡ 0 (mod 7) ⇐⇒ x4k+n ≡ 0 (mod 7).



210 CHAPTER 4. SOLUTIONS

Since 19991945 ≡ (−1)1945 (mod 4) ≡ 3 (mod 4) and x3 = 49 = 72,
x19991945 is divisible by 7.

Similarly, yn is not divisible by 7 if and only if y4k+n is not divisible by
7. Since y3 = 26 is not divisible by 7, neither is y19991945 .

4.3.29

Put f(2000) = a with a ∈ T , and b = 2000 − a. Then 1 ≤ b ≤ 2000. We
have the following notes.

Note 1. For any 0 ≤ r < b there holds f(2000 + r) = a + r.
Indeed, if 0 ≤ r < b then a + r < a + b = 2000, and hence

f(2000 + r) = f
(
f(2000) + f(r)

)
= f(a + r) = a + r.

Note 2. For any k ≥ 0, 0 ≤ r < b there holds f(2000+ kb+ r) = a+ r.
This can easily be proved by induction.

From these two notes it follows that if f is a function satisfying the
requirements of the problem, then

f(n) = n, ∀n ∈ T,

f(2000) = a,

f(2000 + m) = a + r,

(1)

for r ≡ m (mod (2000− a)) and 0 ≤ r < 2000− a, where a is an arbitrary
element from T .

Conversely, given a ∈ T . Consider a function f defined on nonnegative
integers and satisfies relations (1). We show that f satisfies the require-
ments of the problem.

First, it is clear that f(n) ∈ T, ∀n ≥ 0 and f(t) = t, ∀t ∈ T .
Next, we can easily verify the following relations:

f(n + b) = f(n), ∀n ≥ a, with b = 2000 − a. (2)

and
n ≡ f(n) (mod b), ∀n ≥ 0. (3)

From these it follows that f(n) ∈ T, ∀n ≥ 0 and f(n) = n, ∀n ∈ T .
We next verify that

f(m + n) = f
(
f(m) + f(n)

)
, ∀m, n ≥ 0.
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It suffices to check this for the case when at least one of two numbers
m, n is not in T . Suppose that m ≥ 2000, Then m + n ≥ 2000 > a and
f(m) + f(n) ≥ a (as f(m) ≥ a).

On the other hand, by (3),

m + n ≡ f(n) + f(m) (mod b),

which implies, by (2), that f(m + n) = f
(
f(m) + f(n)

)
.

Thus all functions are defined by (1), and so there are 2000 such func-
tions.

4.3.30

We make the following notes.

Note 1. If d is an odd prime divisor of a6n

+ b6n

with (a, b) = 1, then
d ≡ 1 (mod 2n+1).

Indeed, let a6n

+ b6n

= kd, k ∈ N. We write d = 2mt + 1, where
m ∈ N, t is an odd positive integer. Assume that m ≤ n. Since (a, b) = 1,
(a, d) = (b, d) = 1. By Fermat’s Little Theorem,(

a3n·2n−m
)d−1

≡
(
b3n·2n−m

)d−1

≡ 1 (mod d),

or equivalently, (
a6n

)t

≡
(
b6n

)t

≡ 1 (mod d). (1)

On the other hand,(
a6n

)t

=
(
kd − b6n

)t

= rd − (b6n

)t ≡ −(b6n

)t (mod d).

Combining this with (1) yields (b6n

)t ≡ −(b6n

)t (mod d), and we get a
contradiction. Thus it must be m ≥ n + 1, which implies that d ≡ 1
(mod 22n+1).

Note 2. If 
 ≡ 1 (mod rk) then 
rm ≡ 1 (mod rm+k).
Indeed, 
 = trk + 1 with t ∈ Z. Then


rm

= (trk + 1)rm

= srm+k + 1 ≡ 1 (mod rm+k), s ∈ Z.

We return back to the problem. Since p, q are odd divisors of a6n

+ b6n

and (a, b) = 1, by Note 1, we have p3n ≡ q3n ≡ 1 (mod 2n+1). Then by
Note 2, we obtain

p6n ≡ q6n ≡ 1 (mod 22n+1). (2)
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Also since (a, b) = 1, p6n ≡ q6n �= 0 (mod 3), we see that (p, 3) =
(q, 3) = 1. In this case p2n ≡ q2n ≡ 1 (mod 3). By Note 2, we get

p6n ≡ q6n ≡ 1 (mod 3n+1). (3)

From (2) and (3), as (2, 3) = 1, it follows that p6n ≡ q6n ≡ 1 (mod 6 ·
(12)n), which gives

p6n

+ q6n ≡ 2 (mod 6 · (12)n).

4.3.31

It is clear that
|T | = 22002 − 1.

For each k ∈ {1, 2, . . . , 2002}, put mk =
∑

m(X), where the sum is
taken over all sets X ∈ T with |X | = k. Then we have to compute

∑
m(X) =

2002∑
k=1

mk.

Let a be an arbitrary number in S. It is easy to see that a appears in(
2001
k−1

)
sets X in T with |X | = k. Then

k · mk = (1 + 2 + · · · + 2002) ·
(

2001
k − 1

)
= 1001 · 2003 ·

(
2001
k − 1

)
,

which gives

∑
m(X) =

2002∑
k=1

mk = 1001 · 2003 ·
2002∑
k=1

(
2001
k−1

)
k

=
2003

2
·
2002∑
k=1

(
2002

k

)
=

2003(22002 − 1)
2

.

Thus

m =
∑

m(X)
|T | =

2003
2

.
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4.3.32

Suppose that p is a prime divisor of
(
2n
n

)
, with the multiplicity m. We prove

that pm ≤ 2n.
Assume that it is not true. That is pm > 2n. In this case the integral

part
[

2n
pm

]
= 0. Therefore,

m =
([

2n

p

]
− 2

[
n

p

])
+
([

2n

p2

]
− 2

[
n

p2

])
+· · ·+

([
2n

pm−1

]
− 2

[
n

pm−1

])
.

(1)
Note that for x ∈ R, it always holds that

2[x] + 2 > 2x ≥ [2x] =⇒ [2x] − 2[x] ≤ 1.

Then from (1) it follows that m ≤ m − 1, a contradiction.
Thus, pm ≤ 2n and hence(

2n

n

)
= (2n)k ⇐⇒ k = 1,

and (
2n

n

)
= 2n ⇐⇒ n = 1.

4.3.33

The given equation is equivalent to

(x + y + u + v)2 = n2xyuv.

That is
x2 + 2(y + u + v)x + (y + u + v)2 = n2xyuv. (1)

Let n be such a required number. Denote by (x0, y0, u0, v0) a solution of
(1) with the minimum sum, and without loss of generality we can assume
that x0 ≥ y0 ≥ u0 ≥ v0. It is easy to verify the following notes.

Note 1. (y0 + u0 + v0)2 is divisible by x0.

Note 2. x0 is a positive integer solution of the quadratic function

f(x) = x2 + [2(y0 + u0 + v0) − n2y0u0v0]x + (y0 + u0 + v0)2.



214 CHAPTER 4. SOLUTIONS

From these notes, by Viète formula, we see that beside x0 the function
f(x) has a positive integer solution

x1 =
(y0 + u0 + v0)2

x0
.

This shows that (x1, y0, u0, v0) is also a solution of (1). So by the assump-
tion for (x0, y0, u0, v0), we have

x1 ≥ x0 ≥ y0 ≥ u0 ≥ v0. (2)

Since y0 is outside of the root interval [x0, x1] of the quadratic equation
f(x) = 0 said above, it follows that f(y0) ≥ 0.

On the other hand, by (2)

f(y0) = y2
0 + 2(y0 + u0 + v0)y0 + (y0 + u0 + v0)2 − n2y2

0u0v0

≤ y2
0 + 2(y0 + y0 + y0)y0 + (y0 + y0 + y0)2 − n2y2

0u0v0

= 16y2
0 − n2y2

0u0v0.

So we arrive at

16y2
0 − n2y2

0u0v0 ≥ 0 =⇒ n2u0v0 ≤ 16.

However, n2 ≤ n2u0v0, and so n2 ≤ 16 =⇒ n ∈ {1, 2, 3, 4}.
We then can easily verify that for each value n = 1, 2, 3 and 4 the

equation (1) has a unique solution, which is (4, 4, 4, 4), (2, 2, 2, 2), (1, 1, 2, 2)
and (1, 1, 1, 1) respectively.

4.3.34

We prove that the given system has no integer solutions if n = 4, and
therefore, it has no integer solutions for all n ≥ 4.

Note that if k ∈ Z then

k2 ≡


1 (mod 8), if k ≡ ±1 (mod 4),
0 (mod 8), if k ≡ 0 (mod 4),
4 (mod 8), if k ≡ 2 (mod 4).

This implies that for any two integers k, 
 we have

k2 + 
2 ≡


2, 1, 5 (mod 8), if k ≡ ±1 (mod 4),
1, 0, 4 (mod 8), if k ≡ 0 (mod 4),
5, 4, 0 (mod 8), if k ≡ 2 (mod 4).
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Assume that there are integers x, y1, y2, y3, y4 satisfying

(x + 1)2 + y2
1 = (x + 2)2 + y2

2 = (x + 3)2 + y2
3 = (x + 4)2 + y2

4 .

Then, due to the fact that x+1, x+2, x+3, x+4 form a complete congruent
system modulo 4, there exists an integer m such that

m ∈ {2; 1; 5} ∩ {1; 0; 4} ∩ {5; 4; 0} = ∅,

which is impossible. Thus there is no integer solution for n ≥ 4.

When n = 3 we can see that (−2, 0, 1, 0) is a solution. Thus nmax = 3.

4.3.35

Note that if (x, y, z) = (a, b, c) is a solution, then (b, a, c) is also a solution.
So we first find solutions (x, y, z) with x ≤ y.

In this case x, y are odd, z ≥ 2 and there is a positive integer m < z
such that

x + y = 2m, (1)

and
1 + xy = 2z−m. (2)

We note that

(1 + xy) − (x + y) = (x − 1)(y − 1) ≥ 0,

which gives 2z−m ≥ 2m, that is, m ≤ z
2 .

Consider two cases:

Case 1: If x = 1, then from (1) and (2) it follows that{
y = 2m − 1,

z = 2m.

By direct testing we obtain that (1, 2m − 1, 2m) with m ∈ N and x ≤ y
satisfies the given equation.

Case 2: If x > 1, then since x is odd, x ≥ 3. This implies that

2m = x + y ≥ 6 =⇒ m ≥ 3.

Also note that

x2 − 1 = x(x + y) − (1 + xy) = 2mx − 2z−m = 2m(x − 2z−2m),
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and so (x2 − 1) is divisible by 2m. Since gcd(x − 1, x + 1) = 2, one of the
two numbers x ± 1 must divisible by 2m−1.

Moreover, since x ≤ y, we have

0 < x − 1 ≤ x + y

2
− 1 = 2m−1 − 1 < 2m−1.

Therefore, x− 1 is not divisible by 2m−1, and so x+ 1 is divisible by 2m−1.
Note that 1 < x ≤ y and hence x+1 < x+y = 2m. Then x+1 = 2m−1,

as it must be divisible by 2m−1. So x = 2m−1 − 1, which implies that
y = 2m − x = 2m−1 + 1. Combining these values of x, y with (2) yields
22(m−1) = 2z−m, which gives z = 3m − 2.

By direct testing we get that (2m−1 − 1, 2m−1 + 1, 3m− 2), where m ∈
N, m ≥ 3 and x ≤ y, is a solution.

Summarizing, we have

(x, y, z) =


(1, 2m − 1, 2m), m ∈ N,

(2m − 1, 1, 2m), m ∈ N,

(2m−1 − 1, 2m−1 + 1, 3m− 2), m ∈ N, m ≥ 3,

(2m−1 + 1, 2m−1 − 1, 3m− 2), m ∈ N, m ≥ 3.

4.3.36

Let M = {1, 2, . . . , 16}. We can easily verify that a subset S = {2, 4, 6, . . . ,
14, 16} which consists of all 8 even numbers, cannot be a solution, as if
a, b ∈ S, then a2 + b2 is always a composite number. Thus k must be
greater than 8.

By direct computations of all sums a2 +b2 with a, b ∈ M , we can obtain
a partition of M consisting of 8 subsets, each of which has two elements
with sum of square being a prime number:

M = {1, 4}∪{2, 3}∪{5, 8}∪{6, 11}∪{7, 10}∪{9, 16}∪{12, 13}∪{14, 15}.

By the Pigeonhole principle, among any 9 elements of M there exist two
that belong to the same subset of the partition. In other words, in any
subset with 9 elements of M there always exist two distinct numbers a, b
such that a2 + b2 is prime. So, kmin = 9.

Remark: The partition said above is not unique.
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4.3.37

We have the following notes.

Note 1. The smallest positive integer m that satisfies 10m ≡ 1 (mod
2003) is 1001.

Indeed, since 1001 = 7·11·13, the positive divisors of 1001 are 1, 7, 11, 13,
77, 91, 143 and 1001. Note that 101001 ≡ 1 (mod 2003) and therefore,
if k is the smallest positive integer such that 10k ≡ 1 (mod 2003), then
k must be a positive divisor of 1001. By direct computation, we have
101, 107, . . . , 10143 all are not congruent to 1 by (mod 2003). The claim
follows.

Note 2. There does not exist a positive multiple of 2003 that is of the
form 10k + 1, where k ∈ N.

Indeed, if not so, that is, there is k ∈ N such that 10k + 1 ≡ 0
(mod 2003), then 102k ≡ 1 (mod 2003), and by Note 1, 2k is a multiple of
1001. From this it follows that k is divisible by 1001 (as (2, 1001) = 1),
which in turn, implies that 10k ≡ 1 (mod 2003), a contradiction.

Note 3. There exists a positive multiple of 2003 that is of the form
10k + 10h + 1, where k, h ∈ N.

Indeed, consider the 2002 positive integers a1, . . . , a1001, b1, . . . , b1001,
where ak, bk are remainders of the division of 10k and −10k − 1 by 2003,
respectively.

We have ak �= 0, bk �= 2002 and by Note 2, also ak �= 2002, bk �= 0, for all
k = 1, . . . , 1001. So all of these numbers ak, bk are in the set {1, 2, . . . , 2001}.
By the Pigeonhole principle, there are two equal numbers.

Furthermore, ai �= aj , bi �= bj , otherwise, if for 1 ≤ i < j ≤ 1001 either
ai = aj or bi = bj , then 1 ≤ j− i ≤ 1000 and 10j −10i ≡ 10i(10j−i−1) ≡ 0
(mod 2003), or 10j−i ≡ 1 (mod 2003). This contradicts Note 1.

So there are k, h ∈ {1, . . . , 1001} such that ak = bh, or 10k +10h +1 ≡ 0
(mod 2003).

Now we return to the problem. Let m be a positive multiple of 2003.
It is easy to see that m is not in the form 10k and 2 · 10k with k ∈ N. By
Note 2, we have S(m) ≥ 3.

On the other hand, if h, k ∈ N then S(10k + 10h + 1) = 3, and by Note
3, there exists a positive multiple m0 of 2003 such that S(m0) = 3.

Thus minS(m) = 3.



218 CHAPTER 4. SOLUTIONS

4.3.38

We write
x!
n!

+
y!
n!

= 3. (1)

Let (x, y, n) be a solution. Without loss of generality we can assume
that x ≤ y. We have the following notes, the first two of which are obvious.

Note 1. If x < n and y < n, then

x!
n!

+
y!
n!

< 2.

Note 2. If x < n and y > n, then

x!
n!

+
y!
n!

/∈ N.

Note 3. If x > n then
x!
n!

+
y!
n!

≥ 4.

Indeed, since x > n, we have x ≥ n+1, and hence y ≥ n+1 (as y ≥ x).
So

x!
n!

≥ n + 1 ≥ 2

and
y!
n!

≥ n + 1 ≥ 2,

which gives the desired inequality.

By Notes 1–3, from (1) it follows that x = n. In this case (1) gives

y!
n!

= 2. (2)

Then y ≥ n + 1, and
y!
n!

≥ n + 1 ≥ 2. Therefore, (2) is equivalent to{
y!
n! = n + 1
n + 1 = 2

⇐⇒ y = 2, n = 1,

and hence x = 1. So we obtain (1, 2, 1). Furthermore, by interchanging x
and y, we get also (2, 1, 1).

Conversely, it is easy to verify that these two triples satisfy the problem.
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4.3.39

We write
x! + y! = 3n · n! (1)

Let (x, y, n) be a solution. We should have n ≥ 1, and without loss of
generality we can assume that x ≤ y. There are two possibilities:

1) Case 1: x ≤ n. Equation (1) is equivalent to

1 +
y!
x!

= 3n n!
x!

, (2)

which implies that 1 + y!
x! ≡ 0 (mod 3). This first shows that x < y.

Furthermore, y!
x! is not divisible by 3, and as a product of three consecutive

integers is divisible by 3 and n ≥ 1, we must have y ≤ x + 2. Thus either
y = x + 1, or y = x + 2.

(i) If y = x + 2, then from (2) it follows that

1 + (x + 1)(x + 2) = 3n n!
x!

. (3)

Note that a product of two consecutive integers is divisible by 2. Thus
the left-hand side of (3) is an odd number, which shows that the right-hand
side of (3) cannot divisible by 2. Therefore, we must have n ≤ x + 1, that
is, either n = x or n = x + 1.

If n = x, then from (3) it follows that

1 + (x + 1)(x + 2) = 3x ⇐⇒ x2 + 3x + 3 = 3x.

This implies that x ≡ 0 (mod 3), as x ≥ 1. So x ≥ 3, and we get

−3 = x2 + 3x − 3x ≡ 0 (mod 9),

which is impossible.

If n = x + 1, then from (3) it follows that

1 + (x + 1)(x + 2) = 3n(x + 1).

This implies that x + 1 must be a positive divisor of 1, that is, x = 0, and
hence y = 2, n = 1. So we get a triple (0, 2, 1).

(ii) If y = x + 1, then (2) gives

x + 2 = 3n n!
x!

, (4)
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which implies that x ≥ 1 as n ≥ 1. In this case we can write x + 2 ≡ 1
(mod (x + 1)). Then from (4) it follows that n = x (otherwise, the right-
hand side of (4) would be divisible by x + 1), and we have

x + 2 = 3x.

It is easy to verify that for x ≥ 2 there always holds 3x > x + 2, and so
x = 1 is a unique solution of the last equation, and we get a triple (1, 2, 1).

Thus for the first case we obtain two solutions (0, 2, 1) and (1, 2, 1).

2) Case 2: x > n. We have

x!
n!

+
y!
n!

= 3n. (5)

Note that n + 1 and n + 2 cannot both be powers of 3 simultaneously,
and so from (5) we must have x = n + 1. Then

n + 1 +
y!
n!

= 3n. (6)

Since y ≥ x, y ≥ n + 1. Putting M = y!
(n+1)! , we can write (6) as

n + 1 + M(n + 1) = 3n ⇐⇒ (n + 1)(M + 1) = 3n.

Since a product of three consecutive integers, as noted above, is divisible
by 3, it is clear that if y ≥ n+4 then M ≡ 0 (mod 3), and so M+1 cannot be
a power of 3. Thus we must have y ≤ n+3, and hence y ∈ {n+1, n+2, n+3}.

(i) If y = n + 3, then M = (n + 2)(n + 3), and hence (6) gives

(n + 1)[(n + 2)(n + 3) + 1] = 3n ⇐⇒ (n + 2)3 − 1 = 3n.

This implies that n > 2 and n + 2 ≡ 1 (mod 3). Since n + 2 > 4, n + 2 =
3k + 1, k ≥ 2 and we arrive at

9k(3k2 + 3k + 1) = 33k−1,

which shows that 3k2 + 3k + 1 is a power of 3. This is impossible.

(ii) If y = n + 2, then M = n + 2. In this case we have

n + 1 + (n + 2)(n + 1) = 3n ⇐⇒ (n + 1)(n + 3) = 3n.

However, n + 1 and n + 3 cannot be at the same time powers of 3, and so
this case is also impossible.
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(iii) If y = n + 1, then M = 1. This gives 2(n + 1) = 3n, which cannot
happen.

Thus if x ≤ y then the case x > n is impossible.

Combing two cases, taking into account a possible interchanging of x
and y, we have four pairs (x, y, n), that satisfy the problem by direct test.
They are (0, 2, 1), (2, 0, 1), (1, 2, 1) and (2, 1, 1).

4.3.40

1) Let T = {a1, . . . , an} with a1 < · · · < an. Then M = {a2 − a1, a3 −
a1, . . . , an − a1} is a subset of S with n− 1 elements. From the property of
T , it follows that T ∩M = ∅. Indeed, if not so, then there exists ap−a1 ∈ T
for some 1 ≤ p ≤ n. In this case, a1 and ap − a1 both are in T , but their
sum a1 + a = a1 + (ap − a1) = ap is also in T , which is impossible.

Thus T ∩ M = ∅, and so |T | + |M | = n + (n − 1) ≤ 2006, or n ≤ 1003.

2) Let S = {a1, . . . , a2006}. Denote by P the product of all odd divisors of
2006∏
k=1

ak. It is clear that there exists a prime number of the form p = 3q + 2

with q ∈ N, which is a divisor of 3P + 2. Note that (p, ak) = 1 for all k.
We see that for each ak ∈ S a sequence (ak, 2ak, . . . , (p − 1)ak) is a

permutation of (1, 2, . . . , p−1) by mod p. Therefore, there exists a set Ak

consisting of q + 1 integers x ∈ {1, 2, . . . , p− 1} such that xak by (mod p)
belongs to A = {q + 1, . . . , 2q + 1}.

For each x ∈ {1, 2, . . . , p−1} denote Sx = {ak ∈ S : xak ∈ A}. We then
have

|S1| + |S2| + · · · + |Sp−1| =
∑

ak∈S

|Ak| = 2006(q + 1).

So there exists x0 such that

|Sx0 | ≥
2006.(q + 1)

3q + 1
> 668.

Now we can choose T to be a subset of Sx0 that consists from 669 elements.
This is a desired subset. Indeed, if u, v, w ∈ T (u, v can be equal), then
x0u, x0v, x0w ∈ A. Also we can verify that x0u + x0v �= x0w (mod p), and
hence u + v �= w.
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4.3.41

First we note that

x4y44 − 1 = x4(y44 − 1) + x4 − 1,

where x4 − 1 is divisible by x + 1 and y44 − 1 is divisible by y4 − 1. From
this it follows that the problem will be proved if we can show that y4 − 1
is divisible by x + 1.

Put
x4 − 1
y + 1

=
a

b
,

y4 − 1
x + 1

=
c

d
,

where a, b, c, d ∈ Z, (a, b) = 1, (c, d) = 1, b > 0, d > 0.
From the assumption it follows that

a

b
+

c

d
=

ad + bc

bd
= k ⇐⇒ ad + bc = kbd,

for some integer k. This relation shows that d is divisible by b as well as b
is divisible by d, which imply that b = d.

On the other hand, since

a

b
· c

d
=

x4 − 1
x + 1

· y4 − 1
y + 1

= (x2 + 1)(x − 1)(y2 + 1)(y − 1)

is an integer and (a, b) = (c, d) = 1, we get b = d = 1. Thus y4 − 1 is
divisible by x + 1. The desired result follows.

4.3.42

Note that (m, 10) = 1, and so

n(2n + 1)(5n + 2) ≡ 0 (mod m)

is equivalent to

100n(2n + 1)(5n + 2) ≡ 0 (mod m).

That is
10n(10n + 4)(10n + 5) ≡ 0 (mod m). (1)

As m = 34016 · 2232008, put 10n = x, 34016 = 
1, 2232008 = 
2 and note
that (
1, 
2) = 1, we therefore have

(1) ⇐⇒
{

x(x + 4)(x + 5) ≡ 0 (mod 
1),
x(x + 4)(x + 5) ≡ 0 (mod 
2).
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We can see that

(i) x(x+4)(x+5) ≡ 0 (mod 
1) if and only if x ≡ 0 (mod 
1), or x ≡ −5
(mod 
1), or x ≡ −4 (mod 
1).

(ii) x(x + 4)(x + 5) ≡ 0 (mod 
2) if and only if x ≡ 0 (mod 
2), or
x ≡ −5 (mod 
2), or x ≡ −4 (mod 
2).

From these observations, together with x ≡ 0 (mod 10), it follows that
n is a solution of the problem if and only if n = x

10 , where x satisfies the
following system

x ≡ 0 (mod 10)
x ≡ r1 (mod 
1)
x ≡ r2 (mod 
2)

(0 ≤ x ≤ 10
1
2), (2)

where r1, r2 ∈ {0,−4,−5}.
Next, we prove that for each pair (r1, r2) said above the system has a

unique solution.
Consider any such a pair (r1, r2). Put m1 = 10
1, m2 = 10
2, we have

(m1, 
1) = (m2, 
2) = 1. So there exist integers s1, s2 such that

s1m1 ≡ 1 (mod 
1), s2m2 ≡ 1 (mod 
2).

Then M = r1s1m1 + r2s2m2 satisfies conditions

M ≡ 0 (mod 10),

M ≡ r1 (mod 
1),

and
M ≡ r2 (mod 
2).

In this case we can choose an integer x ∈ [0, 10
1
2) such that x ≡ M
(mod 10
1
2), which is a solution.

Now assume that system (2) has two solution x′ > x′′. As x′, x′′ ∈
[0, 10
1
2) and x′ ≡ x′′ (mod 10
1
2), we see that 0 < x′ − x′′ < 10
1
2,
while x′ − x′′ ≡ 0 (mod 10
1
2), a contradiction.

Thus, the system has a unique solution. It is easy to see that different
pairs of (r1, r2) give different solutions. So there are 32 = 9 distinct pairs
(r1, r2), which implies that there are 9 values of x that satisfy 9 correspond-
ing systems. As there is a one-to-one correspondence between x and n, we
obtain 9 numbers satisfying the requirements of the problem.

Remark: System (2) is in fact the Chinese Remainder Theorem.
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4.4 Combinatorics

4.4.1

Denote the number of edges between vertices of A and B by s. Assume
that there is no vertex of B that can be joined to all vertices of A. Then
s ≤ k(n − 1).

On the other hand, since each vertex of A can be joined to at least k−p
vertices of B, s ≥ n(k − p). Moreover, by the hypothesis, np < k. This
inequality gives n(k − p) = nk − np > nk − k = k(n − 1).

Thus, s ≤ k(n − 1) < n(k − p) ≤ s, which is impossible.

4.4.2

Denote by P (n), the numbers of regions divided by n circles. We have
P (1) = 2, P (2) = 4, P (3) = 8, P (4) = 14, . . . and from this we notice that

P (1) = 2,

P (2) = P (1) + 2,

P (3) = P (2) + 4,

P (4) = P (3) + 6,

. . . . . . . . .

P (n) = P (n − 1) + 2(n − 1).

Summing up these equations we obtain

P (n) = 2 + 2 + 4 + · · · + 2(n − 1)
= 2 + 2

(
1 + 2 + · · · + (n − 1)

)
= 2 + 2 · n(n − 1)

2
= 2 + n(n − 1).

We now prove this formula by induction.
For n = 1 it is obviously true.
Suppose the formula is true for n = k ≥ 1, that is P (k) = 2 + k(k − 1).

Consider k + 1 circles, the (k + 1)-th circle intersects k other circles at 2k
points, which means that this circle is divided into 2k arcs, each of which
divides the region it passes into two sub-regions. Therefore, we have in
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addition 2k regions, and so

P (k + 1) = P (k) + 2k

= 2 + k(k − 1) + 2k

= 2 + k(k + 1).

4.4.3

For each ray Oxi let πi be the half-space divided by a plane perpendicular
to Oxi at O, that does not contains Oxi (i = 1, . . . , 5).

Assume that all angles between any two rays are greater than 90◦. Then
the rays Ox2, Ox3, Ox4, Ox5 are in the half-space π1. Similarly, all rays
Ox3, Ox4, Ox5 are in the half-space π2. This means that Ox3, Ox4, Ox5

are in the dihedral angle π1 ∩ π2, whose linear angle is less than 90◦.

By the same reasoning, rays Ox4, Ox5 must be in the intersection π1 ∩
π2 ∩ π3. This intersection is either empty, or a trihedral angle whose face
angles have the sum less than 90◦. From this it follows that the angle
between Ox4 and Ox5 is less than 90◦. We arrive at a contradiction.

4.4.4

Let X and Y be two children one next to other in the direction of giving
sweets. At the moment n when X is to give an sweets to Y , keeping xn

sweets (that is, Y has not received sweets, and therefore an sweets are
not counted for neither X nor Y ), suppose that X, Y have xn, yn sweets,
respectively. Denote by Mn, mn the max and min of sweets of all children
at the moment n, not counting an, of course.

At the moment n + 1 when Y is to give an+1 sweets to the next child,
Y has, by the assumptions of the problem

yn+1 = an+1 =

{
an+yn

2 , if an + yn is even,
an+yn+1

2 , if an + yn is odd.

Note that at that moment the child next to Y has not yet received any
sweets and the number of sweets for every one, except Y , is a constant in
comparison with the moment n.

1) If xn = an = yn: in this case yn+1 = yn = xn, and by the note,
Mn+1 = Mn, mn+1 = mn.
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2) If xn = an �= yn: consider separately Mn+1 and mn+1.
For Mn+1, we have

yn+1 ≤ an + yn + 1
2

≤ Mn + Mn + 1
2

= Mn +
1
2
,

which means that yn+1 ≤ Mn, as both Mn, yn+1 are integers. Together
with the note, we obtain Mn+1 ≤ Mn. Thus (Mn) is a non-increasing
sequence of natural numbers.

For mn+1: if an < yn then yn ≥ an + 1 = xn + 1 ≥ mn + 1, while if
an > yn then an ≥ yn + 1 ≥ mn + 1. In both cases we always have

yn+1 ≥ an + yn

2
≥ mn + mn + 1

2
= mn +

1
2
,

which implies that yn+1 ≥ mn + 1, as both mn, yn+1 are integers. From
this and the note, it follows that either mn+1 > mn if at the n-th moment
there is only one number yn = mn, or mn+1 = mn if there is someone else,
beside Y , who has mn sweets.

Overall, (mn) is a non-decreasing sequence of natural numbers; more-
over when yn = mn < xn then up to the (n + 1)-th moment we have
yn+1 ≥ mn + 1, which means that mn loses one time, and if the process of
sweets’ transferring is continuing, then after a finite number of steps, the
number mn is gone, that is there is a case when (mn) increases strictly.

Thus the sequence of natural numbers (Mn) is non-increasing, while a
sequence of natural numbers (mn) is non-decreasing and there is a moment
it increases strictly. This shows that at some moment i it must be true
that Mi = mi, and then the number of sweets of all students (not counting
sweets being on the way of transferring) are equal.

4.4.5

Consider two cases:

Case 1: There are 3n students sitting in a circle, then after the first
counting there remain 3n−1 students and student B who counts 1 first at
the first round will count the same 1 first at the second round. So B will
remain the last one.

Case 2: There are 1991 students. Since 36 = 729 < 1991 < 37 = 2187,
we’ll reduce this to Case 1 till there remains 36 students, then student A
should be the one who count 1 first among 36 students.

If so we need remove 1991 − 729 = 1262 students, that corresponds
to 631 groups (each group of three students two are left). So we need
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631 · 3 = 1893 students sitting before A, that is the winner should choose
the 1894-th place counting clockwise from A (who counts the first 1 among
1991 students).

4.4.6

We write on each square a natural number by the following rule: in each
row, from left to right, write down numbers from 1 to 1992. Then three
numbers written on consecutive squares in a row are consecutive numbers,
while three numbers written on consecutive squares in a column are equal.
When we color a square, the number written on that square will be erased.
Therefore, from the second step, we will always erase three numbers whose
sum is divisible by 3. Moreover, three numbers written on the squares
(r, s), (r + 1, s + 1), (r + 2, s + 1) are s, s + 1, s + 1 whose sum gives the
remainder 2 when divided by 3.

If we can color all squares in the rectangle, then the sum S of all numbers
written on squares must be a number of the form 3a + 2. However, S =
1991·(1+2+· · ·+1992) = 1991·1993·996 is divisible by 3. This contradiction
gives the negative answer to the problem.

4.4.7

We replace the sign (+) by 1 and (−) by −1, then the change of signs
becomes the number-changes: the number assigned to the vertex Ai is
changed into the product of the numbers which were assigned to Ai and
Ai+1. Let ai be the number assigned to Ai at the beginning and let fj(ai)
be the number assigned to Ai after j consecutive number-changes. The
problem now is to prove that there exists an integer k ≥ 2 such that fk(ai) =
f1(ai) for all i = 1, . . . , 1993.

Note that the number-change is a mapping from the set of 1993 vertices
into the set {±1}, there is only a finite number of distinct number-changes.
Then, by the Pigeonhole principle, there exist two integers m > n ≥ 1 such
that fm(ai) = fn(ai), for all i.

(i) If n = 1: it is done.

(ii) If n ≥ 2: then from fm(ai) = fn(ai) it follows that

fm−1(ai) · fm−1(ai+1) = fn−1(ai) · fn−1(ai+1), (i = 1, . . . , 1993),

and so either
fm−1(ai)
fn−1(ai)

= 1, ∀i ≤ 1993,
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or
fm−1(ai)
fn−1(ai)

= −1, ∀i ≤ 1993.

Furthermore, it is easy to verify that fj(a1) · fj(a2) · · · fj(a1993) =
1, ∀j = 1, . . . , m. Then fm−1(ai)

fn−1(ai)
= 1, that is fm−1(ai) = fn−1(ai) for

all i = 1, . . . , 1993. Continuing this process we obtain fm−n+1(ai) = f1(ai)
for all i = 1, . . . , 1993 and as m − n + 1 ≥ 2 we finish the proof.

4.4.8

Let S be a set of ordered k-tuples (a1, . . . , ak), where k ≤ n, ai ∈ {1, . . . , n},
i = 1, . . . , k. Denote by S1 the set of all ordered k-tuples satisfying either
(1) or (2) of the problem. Consider the following set of ordered k-tuples

S2 =
{
(a1, . . . , ak) : ai < ai+1 (i = 1, . . . , k − 1)

ai ≡ i (mod 2) (i = 1, . . . , k)
}
.

It is clear that S2 ⊂ S and S1 = S \ S2. Then

|S1| = |S| − |S2| =
n!

(n − k)!
− |S2|.

For each (a1, . . . , ak) ∈ S2 we have ai + i �= aj + j for all i �= j ∈
{2, . . . , k}, ai + i is even, and ai + i ∈ {2, . . . , n + k} for all i = 1, . . . , k.
Denote

T =
{
(b1, . . . , bk) : bi ∈ {2, . . . , n + k}, bi is even (i = 1, . . . , k),

1 + bi < bi+1 (i = 1, . . . , k − 1)
}
.

Consider a mapping f : S2 → T by the rule

(a1, . . . , ak) ∈ S2 �→ (b1, . . . , bk) = (a1 + 1, . . . , ak + k) ∈ T.

It is clear that if a, a′ ∈ S2 and a �= a′, then f(a) �= f(a′), that is, f is
injective.

We prove that f is surjective. Let (b1, . . . , bk) ∈ T , consider a tuple
(b1 − 1, . . . , bk − k). It suffices to prove that this tuple belongs to S2,
because it is clear in this case that f(b1 − 1, . . . , bk − k) = (b1, . . . , bk).

From the assumption that bi is even, it follows that

bi − i ≡ i (mod 2).



4.4. COMBINATORICS 229

Furthermore, the assumption 1 + bi < bi+1 (i = 1, . . . , k − 1) implies that

bi − i < bi+1 − (i + 1) (i = 1, . . . , k − 1).

Finally, it is clear that b1 < b2 < · · · < bk. Then from 2 ≤ b1 and bk ≤ n+k
it follows, respectively, that i + 1 ≤ bi, and bi ≤ n + i for all i = 1, . . . , k,
or equivalently

1 ≤ bi − i ≤ n (i = 1, . . . , k).

All these show that (b1 − 1, . . . , bk − k) ∈ S2.
Thus f is a bijection from S2 onto T . Then

|S2| = |T | =
(

[n+k
2 ]
k

)
,

and so

|S1| = |S| − |S2| =
n!

(n − k)!
−

(
[n+k

2 ]
k

)
.

4.4.9

We first prove the following result.

Lemma. If a triangle MNP is contained in a parallelepiped
ABCD.A′B′C′D′ of the size a × b × c, then its area satisfies the following
inequality:

S ≤ 1
2

√
a2b2 + b2c2 + c2a2.

Indeed, denote by S1, S2, S3 the areas of the projections of MNP on
the planes (ABCD), (ABB′A′), (DAA′D′) respectively, and by α, β, γ the
angles between (MNP ) and (ABCD), (ABB′A′), (DAA′D′) respectively.
Then

S2
1 + S2

2 + S2
3 = S2 cos2 α + S2 cos2 β + S2 cos2 γ

= S2(cos2 α + cos2 β + cos2 γ)
= S2.

Note also that any triangle within a rectangle of size x× y cannot have
an area larger than xy

2 . So

S2 = S2
1 + S2

2 + S2
3 ≤ a2b2 + b2c2 + c2a2

4
,
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from which the result follows.

Now divide the cube into 36 parallelepipeds of size 1
6 × 1

3 × 1
2 . Then

by the Pigeonhole principle, there exists a parallelepiped which contains at
least 3 points M, N, P among 75 given points. By Lemma

SMNP ≤ 1
2

√(
1
18

)2

+
(

1
6

)2

+
(

1
12

)2

=
7
12

.

Remark: If we divide a cube into 33 = 27 parellelepipeds of the size
1
3 × 1

3 × 1
3 , then we still have SMNP < 7

12 , but need only 55 points given.

4.4.10

Since 1 ≤ |ai+1 − ai| ≤ 2n− 1, the set of numbers |ai+1 − ai| is exactly the
set {1, . . . , 2n − 1}. Let

S =
2n−1∑
i=1

|ai+1 − ai| + a1 − a2n.

We can write S as

S =
2n∑
i=1

εiai,

where εi ∈ {−2, 0, 2} for all i. In particular, ε1 ∈ {0, 2}. It is easy to check
that

(1)
2n∑
i=1

εi = 0, and

(2) if we delete all numbers 0 in the sequence ε1, . . . , ε2n then we get an
alternating sequence of −2, 2.

Now let b1, . . . , bn, respectively c1, . . . , cn be the sequence of numbers
greater than n, respectively not greater than n in the sequence a1, . . . , a2n.
By (1), we have

S =
2n∑
i=1

(ai − n) ≤ 2
n∑

i=1

(bi − n) − 2
n∑

i=1

(ci − n)

= 2
n∑

i=1

bi − 2
n∑

i=1

ci = 2n2.
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Therefore,

a1 − a2n = S −
2n−1∑
i=1

|ai+1 − ai| ≤ 2n2 − (1 + · · · + (2n − 1)) = n.

Thus ai+1 − ai = n if and only if εi = 2 for all i with ai > n, and
εi = −2 for all i with ai ≤ n. Since ε2n ∈ {−2, 0} and due to (1), this is
equivalent to the condition εi = −2 for i = 2, 4, . . . , 2n which means that
1 ≤ a2k ≤ n for k = 1, . . . , n.

4.4.11

We prove by induction along n ≥ 2.

For n = 2 it is obviously true. Suppose that the problem is true for
n = m ≥ 2. For n = m + 1, we have to prove that for each integer k with
2m−1 ≤ k ≤ m(m+1)

2 , there exist m+1 distinct real numbers a1, . . . , am+1

such that among all numbers of the form ai + aj (1 ≤ i < j ≤ m + 1) there
are exactly k distinct numbers.

Indeed, there are two cases:

Case 1: If 3m− 3 ≤ k ≤ m(m+1)
2 : then 2m− 3 ≤ k−m ≤ m(m−1)

2 , and
by the inductive hypothesis, there exist m distinct real numbers a1, . . . , am

such that among all numbers of the form ai + aj (1 ≤ i < j ≤ m) there are
exactly k − m distinct numbers. Put

am+1 = max
1≤i<j≤m

(ai + aj) + 1.

We see that numbers a1 + am+1, . . . , am + am+1 are distinct and not in the
set {ai + aj , 1 ≤ i < j ≤ m}.

So a1, . . . , am+1 are m + 1 real numbers such that among all sums ai +
aj , 1 ≤ i < j ≤ m + 1 there are exactly (k −m) + m = k distinct numbers.

Case 2: If 2m−1 ≤ k ≤ 3m−3: in this case real numbers 1, . . . , m, k−
m + 2 are m + 1 those that satisfy the claim. Indeed:

i) Since k ≥ 2m − 1, k > 2m − 2 =⇒ k − m + 2 > m, and so m + 1
real numbers said above are distinct.

ii) Denote M = {1, . . . , m, k − m + 2}. We see that if a, b ∈ M, a �= b,
then 3 ≤ a + b ≤ k + 2. Conversely, for each integer c ∈ [3, k + 2] there
exist a, b ∈ M, a �= b such that c = a + b. So among all sums a + b with
a �= b, a, b ∈ M there are (k + 2) − 3 + 1 = k distinct numbers.

This completes the proof.
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4.4.12

Let T be such a subset and s the common value for S(i, j). Since there
are

(
8
2

)
pairs (i, j) with 1 ≤ i < j ≤ 8,

(
8
2

)
s is the number of points

of intersections of the diagonals of the quadrilaterals if we allow multiple
quadrilaterals. Since for every point P ∈ T there are

(
4
2

)
pairs of vertices of

the octagon which are vertices of a quadrilateral having P as the intersection
of its diagonals, we have

|T | =

(
8
2

)(
4
2

)s =
14s

3
.

Then |T | ≥ 14. If we choose T to be the set of the intersection points of
the diagonals of the 14 quadrilaterals with the following indices of vertices:

1234, 1256, 1278, 1357, 1368, 1458, 1467,

2358, 2367, 2457, 2468, 3456, 3478, 5678,

then we can check that S(i, j) = 3 for all 1 ≤ i < j ≤ 8. Thus 14 is the
smallest possible of |T |.

4.4.13

Observe that we can put 2 groups of 4 balls of the last two configurations
on a 4× 2 table so that every square has one ball. As we can subdivide the
2004 × 2006 table into 4 × 2 tables, we can put groups of 4 balls into this
table that satisfies requirements of the problem.

We now prove that for the 2005×2006 table it is impossible. If we color
all odd rows black and all even rows white, then we obtain 1003 × 2006
black squares and 1002×2006 white squares. Furthermore, 2 black squares
and 2 white squares receive balls whenever we put a groups of 4 balls into
the table. Therefore, the numbers of balls on black squares and on white
squares are always the same. Assume in contrary that we can do as required,
and k is a such equal number of balls on each square. Then we must have
1003 · 2006 · k = 1002 · 2006 · k, which is impossible.

4.4.14

Let A1, . . . , A2007 be vertices of the given polygon. Note that a quadrilateral
satisfies the requirements of the problem if and only if its four vertices are
adjacent vertices of the polygon.
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Denote by M := {A1, A2, A3, A5, A6, A7, . . . , A2005, A2006}, that is, re-
moved vertices A4i, i = 1, . . . , 501 and A2007. Obviously, |M | = 1505 and
M does not contains any four adjacent vertices of the polygon. Also any
subset of M has the same property. So k ≥ 1506.

We prove that for any choice of 1506 vertices there will be four adjacent
vertices of the polygon. Indeed, let A be a set consisting of 1506 vertices.
We consider the following partition of polygon’s vertices

B1 = {A1, A2, A3, A4};
B2 = {A5, A6, A7, A8};
. . . . . . . . .

B501 = {A2001, A2002, A2003, A2004};
B502 = {A2005, A2006, A2007}.

Assume that A does not contains any four adjacent vertices. In this
case for each i = 1, . . . , 501, the set Bi is not in A, that is each Bi has
at least one vertex not belonging to A. Then |A| ≤ 3 · 502 = 1506. Since
|A| = 1506, B502 ⊂ A and each Bi contains exactly three elements of A.

We have A2005, A2006, A2007 ∈ A, which implies that

A1 /∈ A =⇒ A2, A3, A4 ∈ A =⇒ A5 /∈ A =⇒ A6, A7, A8 ∈ A

=⇒ . . . . . . . . . =⇒ A2002, A2003, A2004 ∈ A.

Then four adjacent vertices A2002, A2003, A2004, A2005 ∈ A: a contradiction.

Thus k = 1506.

4.4.15

Let X be a set of numbers satisfying the requirements of the problem.
Denote

A∗ := {a ∈ N : a has no more than 2008 digits},
A := {a ∈ A∗ : a ≡ 0 (mod 9)},
Ak := {a ∈ A : among digits of a there are exactly k digits 9},

0 ≤ k ≤ 2008.

Consider an arbitrary a ∈ A∗. Suppose that a has m digits. Adjoining,
in front of a, 2008 − m zero digits (which does not change the number
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a at all), we obtain a representation of a with 2008 digits, denoted by
a1a2 . . . a2008. In this case Ak can be written as

Ak = {a1a2 . . . a2008 : among digits a1, a2, . . . , a2008 there are exactly

k digits 9, and
2008∑
i=1

ai ≡ 0 (mod 9)}, 0 ≤ k ≤ 2008.

Now we have X = A\(A0∪A1). Note that A0, A1 ⊂ A and A0∩A1 = ∅,
we can deduce that

|X | = |A| − (|A0| + |A1|). (1)

Also please note the following.

Note 1. |A0| = 92007.
Indeed, from definition of A0 it follows that a1a2 . . . a2008 ∈ A0 if and

only if ai ∈ {0, 1, . . . , 8}, ∀i = 1, . . . , 2007, and a2008 = 9− r, where r is an

integer from the interval [1, 9] with r ≡
2007∑
i=1

ai (mod 9). So |A0| is exactly

equal to the number of possible sequences of length 2007 consisting from
{0, 1, . . . , 8}, that is |A0| = 92007.

Note 2. |A1| = 2008 · 92006.
Indeed, numbers (of the form a1a2 . . . a2008) in the above-mentioned

presentation from A1 can be formed by doing consecutively two steps:
Step 1. From {0, 1, . . . , 8} form a sequence of length 2007 so that the

sum of its digits is divisible by 9.
Step 2. For such a sequence, write 9 either right before the first digit,

or right after the last digit, or in between two consecutive digits of the
considered number.

By the same argument as in the proof of Note 1, we see that there are
92006 ways to do the first step, while there are 2008 ways to do the second
step. Thus there are 2008.92006 ways to do the two consecutive steps. Each
resulting number belongs to A1 and two resulting numbers are distinct.
Therefore, |A1| = 2008 · 92006.

From those claims, taking into account that |A| = 1 +
102008 − 1

9
, it

follows from (1) that

|X | =
102008 − 2017 · 92007 + 8

9
.
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4.5 Geometry

Plane Geometry

4.5.1

By the law of sines, we have

a

sin A
=

b

sin B
=

c

sin C
=

a + b + c

sin A + sinB + sin C
=

2p

sinA + sin B + sinC
.

Hence, taking into account that

sin A = 2 sin
A

2
cos

A

2
,

sin A + sin B + sin C = 4 cos
A

2
cos

B

2
cos

C

2
,

we obtain

a =
2p sinA

sin A + sin B + sinC
=

p sin A
2

cos B
2 cos C

2

=
p sin A

2

cos B
2 sin A+B

2

. (1)

Also the triangle’s area S is computed as follows:

S =
1
2
ca sinB =

1
2
a sin B · a sinC

sin A
=

a2 sin B sin C

2 sinA
. (2)

Substituting the value of a from (1) into equation (2), we get

S =

(
p sin A

2

cos B
2 sin A+B

2

)2

· sin B sin (A + B)
2 sinA

=

(
p sin A

2

cos B
2 sin A+B

2

)2

· 2 sin B
2 cos B

2 · 2 sin A+B
2 cos A+B

2

4 sin A
2 cos A

2

= p2 tan
A

2
tan

B

2
cot

A + B

2
.

Then the numerical result is S ≈ 101 unit area.

4.5.2

1) Suppose that at time t, the navy ship is at O′, while the enemy ship is
at A′. Then the navy ship already travelled a distance OO′ = ut and the



236 CHAPTER 4. SOLUTIONS

enemy ship did AA′ = vt. The distance between two ships is O′A′ = d. We
have (see Fig. 4.1)

d2 = O′N2 + NA′2 = (OA − OM)2 + (AA′ − AN)2

= (a − ut cosϕ)2 + (vt − ut sinϕ)2

= (u2 + v2 − 2uv sin ϕ)t2 − (2au cosϕ)t + a2.

So since d > 0, it attains minimum if and only if d2 attains the minimum.

Figure 4.1:

Note that d2 is a quadratic function in t, and the coefficient of t2 is
u2 + v2 − 2uv sin ϕ = (u − v)2 + 2uv(1 − sin ϕ) ≥ 2uv(1 − sin ϕ) > 0 (as
0 < ϕ < π

2 ), then d2 attains its minimum at

t =
au cosϕ

u2 + v2 − 2uv sin ϕ

and the minimum value is

d2
min =

−∆′

u2 + v2 − 2uv sin ϕ
=

a2(u sinϕ − v)2

u2 + v2 − 2uv sin ϕ
= (dmin)2 ,

which implies that

dmin =
a|u sin ϕ − v|√

u2 + v2 − 2uv sin ϕ
.

From this it follows that d = 0 ⇐⇒ u sinϕ − v = 0. As sin ϕ < 1, we
must have v < u, that is the navy ship’s speed must be greater than the
enemy’s one. This condition is also sufficient, as in this case we suffice to
choose sin ϕ = v

u .
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2) If d does not vanish, then we have u ≤ v.

* If u = v: in this case

(dmin)2 =
a2

2
(1 − sinϕ) =

a2

2

[
1 − cos

(π

2
− ϕ

)]
= a2 sin2

[
1
2

(π

2
− ϕ

)]
.

Therefore,

dmin = a sin
[
1
2

(π

2
− ϕ

)]
.

It is clear that dmin cannot vanish, but can be as small as possible, if we
choose ϕ close to π

2 .

* If u < v: in this case

[(dmin)2]′ϕ =
2a2u2 cosϕ(v − u sinϕ)
(u2 + v2 − 2uv sin ϕ)2

(u − v sin ϕ).

Since 0 < ϕ < π
2 and v > u > u sinϕ, [(dmin)2]′ϕ = 0 ⇐⇒ v sin ϕ − u = 0,

that is sinϕ = u
v , or ϕ = arcsin u

v := ϕ0.

We can see that (dmin)2 attains its minimum when ϕ = ϕ0. Then

tmin =
au cosϕ0

u2 + v2 − 2uv sin ϕ0
=

au
√

1 − u2

v2

u2 + v2 − 2u2
=

au

v
√

v2 − u2
.

At this time AA′ = vtmin = au√
v2−u2 = a tanϕ0. This shows that a position

A′ of the enemy ship is on the line OO′, along which the navy ship is
running.

4.5.3

1) Let AB tangents (I, r) at F . For a right triangle AFI, we have

IA =
IF

sin α
2

=
r

sin α
2

= const.

So A is the intersection of the line x and the circle centered at I of the
radius r

sin α
2
. Then the construction is as follows (see Fig. 4.2):

* Draw an arc centered at I with radius r
sin α

2
, that intersects the line x

at A.

* Draw two tangents of the circle (I, r) from A that meet the line y at
B and C.
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Figure 4.2:

We can have a solution if and only if the circle (I, r
sin α

2
) intersects line

x, that is, r
sin α

2
≥ h − r, or sin α

2 ≤ r
h−r with h > 2r.

2) We have 2S = ah = 2pr, where BC = a, p is the half-perimeter of
∆ABC. Then

2p

a
=

h

r
⇐⇒ a + b + c

a
=

h

r
⇐⇒ b + c

a
=

h − r

r
.

Furthermore, by the law of sines

b + c

a
=

sinB + sin C

sin A
.

Therefore,

b + c

a
=

h − r

r
⇐⇒ sin B + sin C

sin A
=

h − r

r

⇐⇒ sin B + sin C =
h − r

r
sin A

⇐⇒ sin
B + C

2
cos

B − C

2
=

h − r

r
sin

A

2
cos

A

2

⇐⇒ cos
B − C

2
=

h − r

r
sin

A

2
.

That is
cos

B − C

2
=

h − r

r
sin

α

2
.

Put cos B−C
2 = cosϕ with 0 ≤ ϕ ≤ 90◦, we find that B−C

2 = ±ϕ.
Taking into account that B + C = 180◦ − A = 180◦ − α, we arrive at
B = 90◦ − α

2 ± ϕ, C = 90◦ − α
2 ∓ ϕ.
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3) We can easily see that DB = p − b, DC = p − c, and so

DB · DC = (p − b)(p − c).

Note that the area S of the triangle ABC can also be computed by the
Hero’s formula. We then have

S2 = p(p − a)(p − b)(p − c) = p2r2,

from which it follows that

DB · DC =
pr2

p − a
= r2 p

p − a
.

On the other hand, since 2S = ah, we have

ah = 2pr ⇐⇒ p

h
=

a

2r
=

p − a

h − 2r
,

which gives
p

p − a
=

h

h − 2r
.

Thus

DB · DC = r2 h

h − 2r
,

which is a constant.

4.5.4

1) Note that (see Fig. 4.3) the quadrilaterals HMQS and HMRP are
cyclic, as ĤMS = ĤQS = 90◦ and ĤMR = ĤPR = 90◦, respectively. So
ĤSQ = ĤRP .

But ĤRP = 180◦ − ÂRH , and hence ĤSQ = 180◦ − ÂRH , or equiva-
lently, ĤSQ + ÂRH = 180◦.

Thus the quadrilateral ARHS is cyclic and the claim follows.

2) The quadrilateral AR1HS1 is cyclic (see Fig. 4.4), and so ÂR1H =
ÂS1H .

Consider two similar right triangles HPR1 and HQS1, we have

PR1

QS1
=

HP

HQ
.
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Figure 4.3:

Similarly, we also have
PR

QS
=

HP

HQ
.

Therefore,
HP

HQ
=

PR1

QS1
=

PR

QS
=

PR1 − PR

QS1 − QS
=

RR1

SS1
.

Figure 4.4:

Note that Â = 90◦ and the triangle ABC is fixed, then H, P, Q are
fixed. So we see that the ratio HP

HQ is constant, that is, the ratio RR1
SS1

is
constant too.
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3) By symmetry, we have R̂KS = R̂HS (see Fig. 4.5).

Figure 4.5:

Note that for a cyclic quadrilateral ARHS we have R̂HS = R̂AS = 90◦,
which shows that K is on the circum-circle the quadrilateral ARHS. So
the quadrilateral ARHK is cyclic. We then see that P̂RH = ÂKH. But
P̂RH = P̂MH as the quadrilateral HPRM is cyclic, and so P̂MH =
ÂKH. This implies that AK ‖ PM .

By the assumption, KD ⊥ PQ as Q ∈ PM , and so KD ⊥ AK, or
ÂKD = 90◦, that is D̂KR+ÂKR = 90◦. We also have B̂HR+ÂHR = 90◦.
As noted before, the quadrilateral ARHK is cyclic and hence ÂKR =
ÂHR. Therefore, D̂KR = B̂HR. Note also that K is symmetric to H

with respect to the line RS and so D̂KR = D̂HR. Thus D̂HR = B̂HR.
Similarly, as B̂HR + ĈHS = 90◦, and so D̂HR + ĈHS = 90◦. Taking

into account the earlier result that the quadrilateral ARHS is cyclic, which
gives that D̂HR + D̂HS = 90◦, we arrive to D̂HS = ĈHS.

4.5.5

We have

sinA + sin B + sin C

cosA + cosB + cosC
=

4 cos A
2 cos B

2 cos C
2

1 + 4 sin A
2 sin B

2 sin C
2

=
12
7

and

sinA sin B sin C = 8 sin
A

2
sin

B

2
sin

C

2
cos

A

2
cos

B

2
cos

C

2
=

12
25

.
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These equalities give {
sin A

2 sin B
2 sin C

2 = 0.1
cos A

2 cos B
2 cos C

2 = 0.6.

Furthermore, since

sin
C

2
= cos

A + B

2
= cos

A

2
cos

B

2
− sin

A

2
sin

B

2
,

multiplying both sides by sin C
2 cos C

2 we get

sin2 C

2
cos

C

2
= 0.6 sin

C

2
− 0.1 cos

C

2
,

or equivalently,

(1 − t2)t = 0.6
√

1 − t2 − 0.1t ⇐⇒ 11t− 10t3 = 6
√

1 − t2,

where t = cos C
2 . This equation gives three values of cos C

2 :
√

1
2 ,

√
4
5 ,

√
3
10 ,

and so the corresponding values of sinC are 1, 0.8, 0.6.

Thus we obtain infinitely many of the “Egyptian triangles”.

4.5.6

Let AX be the desired segment line (see Fig. 4.6).
We have

S1

S2
=

2p1

2p2
,

where S1, p1 and S2, p2 are area and half-perimeter of triangles ABX and
ACX , respectively. Applying the formula S = pr gives r1 = r2. So the
problem reduces to constructing AX so that radii of in-circles of ∆ABX and
∆ACX are equal. The centers I1, I2 of those circles are on the bisectors of
B̂, Ĉ respectively, and I1I2 ‖ BC (as r1 = r2). Moreover, Î1AI2 = 1

2 B̂AC.
From this it follows the construction:

* Let I be the intersection point of the bisectors of B̂ and Ĉ. In the
triangle BIC draw arbitrarily I ′1I

′
2 ‖ BC, where I ′1 ∈ BI, I ′2 ∈ CI.

* Draw the arc of 1
2 B̂AC over I ′1I ′2. Join IA to meet this arc at A′. Note

that two triangles AI ′1I
′
2 and A′I1I2 have the property that IA

IA′ = II1
II′

1
= II2

II′
2
,

that is these triangles are in the homothety with center I, and so draw a
triangle AI1I2.
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Figure 4.6:

* Draw two circles centered at I1, I2 tangent to AB, AC, respectively.
The tangent AX to the first circle gives Î1AX = 1

2 B̂AX .

Therefore,

X̂AI2 = Î1AI2 − Î1AX =
1
2
B̂AC − 1

2
B̂AX =

1
2
X̂AC,

which shows that AI2 is the bisector of X̂AC, that is AX tangents to the
second circle. So the point X is desired one.

4.5.7

First we can easily prove that ∆ and ∆′ are equilateral triangles.
Next consider a triangle O1AO2 (see Fig. 4.7), we have

O1O
2
2 = O1A

2 + O2A
2 − 2O1A · O2A · cos Ô1AO2

=

(
c
√

3
3

)2

+

(
b
√

3
3

)2

− 2
c
√

3
3

· b
√

3
3

· cos(A + 60◦)

=
1
3
[c2 + b2 − 2bc cos(A + 60◦)].
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Figure 4.7:

So the area of ∆ is

S∆ =
√

3
12

[c2 + b2 − 2bc cos(A + 60◦)].

Similarly, the area of ∆′ is

S∆′ =
√

3
12

[c2 + b2 − 2bc cos(A − 60◦)].

Hence,

S∆ − S∆′ =
√

3
12

· 2bc · [cos(A − 60◦) − cos(A + 60◦)]

=
√

3
12

· 2bc · 2 sinA sin 60◦

=
1
2
bc sinA

= SABC .

4.5.8

Let S and S1 be the areas of triangles ABC and DEF respectively. Note
that the three quadrilaterals AFME, BDMF, CEMD are cyclic (see Fig.
4.8). We then have

S1 =
1
2
FE · FD · sin D̂FE =

1
2
(MA · sin A) · (MB · sin B) · sin D̂FE. (1)



4.5. GEOMETRY 245

Figure 4.8:

Let P be the intersection of AM and the circum-circle of ABC. Consider
the circum-circles of BDMF, AFME and ABC. We have

M̂FE = M̂AE = P̂BC,

and
M̂FD = M̂BD.

From these equalities it follows that

D̂FE = M̂FE + M̂FD = P̂BC + M̂BD = M̂BP.

Also in the triangle MBP we have

MB

sin M̂PB
=

MP

sin M̂BP
,

or equivalently,
MB

sin C
=

MP

sin M̂BP
.

Hence,

sin D̂FE =
MP · sin C

MB
.
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So (1) becomes

S1 =
1
2
MA · MP · sin A sin B sin C

=
1
2
(− PM (O)

) · S

2R2

=
S

4R2
(R2 − OM2)

= k (a given constant),

where S is the area of ABC.
Thus

S

4

(
1 − OM2

R2

)
= k,

which implies that OM2 is constant. So M is on the circle centered at O.

* If k = S
4 , then OM = 0, we get one point.

* If k > S
4 , then OM2 < 0, in which there is no such point.

* If k < S
4 , then OM2 > 0, the locus of M is the circle of radius

OM = R
√

S−4k
S .

4.5.9

Consider two circles (c) and (C) inscribed in and circumscribed about the
square ABCD (see Fig. 4.9).

It is obvious that their centers are the same as the center of the square,
and the radii are 1 and

√
2 respectively. When A moves on (C) counter-

clockwise, B also moves on (C) by the same direction, and so AB always
tangents to (c).

Let S be the area of the region bounded by (c) and (C), S0 the area of
the region bounded by BC and the small arc � BC. Then we have

S = π(
√

2)2 − π.12 = 2π − π = π,

and
S0 =

1
4

(
π(
√

2)2 − 4
)

=
1
4
(2π − 4) =

π

2
− 1.

When A ≡ C then B ≡ D. In this case the area S∗ of the region that
AB formed by moving satisfies

S∗ < S − S0 = π −
(π

2
− 1

)
=

π

2
+ 1 <

π

2
+

π

3
=

5π

6
.
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Figure 4.9:

4.5.10

Consider the case ABC is acute triangle (see Fig. 4.10). We have MA
MB =

MB′
MA′ , which shows that two triangles MAB′ and MBA′ are similar. Then
M̂AB′ = M̂BA′. Similarly, M̂BC′ = M̂CB′, M̂CA′ = M̂AC′.

From these three equalities, it follows, by the law of sines, that circum-
circles of the triangles MBC, MCA and MAB are equal. These circles
coincide if M is outside of ABC, and they are distinct if M is inside of
ABC.

In the first case, M is on the circum-circle of ABC. Let’s consider
the second case. Denote by O1, O2 and O3 the centers of the three cir-
cles said above. Then quadrilaterals MO2AO3, MO3BO1 and MO1CO2

are rhombuses, and so quadrilaterals BCO2O3, CAO3O1 and ABO1O2 are
parallelograms.

Furthermore, note that AM, BM and CM are perpendicular to O2O3,
O3O1 and O1O2, respectively. So AM, BM, CM are perpendicular to the
sides BC, CA and AB of the triangle ABC, respectively. This shows that
M is the orthocenter H of ABC.

Conversely, if either M is on circum-circle of ABC, or is the orthocenter
of ABC, then we can easily verify that MA·MA′ = MB·MB′ = MC ·MC′.

The cases when ABC is right or obtuse we also have the same conclu-
sion.
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Figure 4.10:

So we conclude that the locus of all points M consists of the circum-
circle of the triangle ABC and a separate point which is the orthocenter
H of ABC. Note that this point H belongs to the circum-circle of ABC if
and only if ABC is the triangle right angled at H .

4.5.11

1) Let M be the midpoint of the side BC. Put AM = ma and consider the
power of M with respect to the circum-circle (O) (see Fig. 4.11). We have

MA · MD = MB · MC ⇐⇒ ma · MD =
a2

4
⇐⇒ MD =

a2

4ma
.

From this it follows, by the Arithmetic-Geometric Mean inequality, that

GD = GM + MD =
ma

3
+

a2

4ma
≥ 2

√
ma

3
· a2

4ma
=

a√
3
,

or equivalently,
1

GD
≤

√
3

a
=

√
3

BC
.

Similarly,
1

GE
≤

√
3

CA
,

1
GF

≤
√

3
AB

.

Summing up the three inequalities yields

1
GD

+
1

GE
+

1
GF

≤
√

3
(

1
AB

+
1

BC
+

1
CA

)
.
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Figure 4.11:

The equality occurs if and only if the triangle ABC is equilateral.

2) Let R be the radius of circum-circle (O) of ABC. We always have

GA2 + GB2 + GC2 = 3(R2 − GO2).

Indeed, from
−→
GA =

−−→
GO +

−→
OA if follows that GA2 = GO2 +R2 +2

−−→
GO ·−→OA.

It is similar for
−−→
GB and

−−→
GC. Hence,

GA2 + GB2 + GC2 = 3GO2 + 3R2 + 2
−−→
GO · (−→OA +

−−→
OB +

−−→
OC)

= 3GO2 + 3R2 + 2
−−→
GO · 3−−→OG

= 3GO2 + 3R2 − 6GO2

= 3(R2 − GO2).

Also, we note that GA · GD = GB · GE = GC · GF = −PG(O) =
R2 − GO2. Therefore

GA2

GA · GD
+

GB2

GB · GE
+

GC2

GC · GF
=

GA2 + GB2 + GC2

R2 − OG2
= 3,

that is
GA

GD
+

GB

GE
+

GC

GF
= 3 ⇐⇒ AD

GD
+

BE

GE
+

CF

GF
= 6.
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But all AD, BE, CF ≤ 2R, and so from the last equality it follows that

2R

GD
+

2R

GE
+

2R

GF
≥ 6,

or equivalently,
1

GD
+

1
GE

+
1

GF
≥ 3

R
.

The equality occurs if and only if the triangle ABC is equilateral.

4.5.12

Suppose that H has AB = CD = a < AD = BC = b. Denote by I the
intersection point of diagonals AC and BD, put ĈID = ϕ < 45◦, by the
assumption of the problem. It is easy to verify that

2a < b. (1)

Denote by A′, B′, C′, D′ the images of A, B, C, D under the rotation Rx
I

centered at I by an angle x. We show that the common area S(x) between
H and Hx is minimum when x = 90◦ or x = 270◦, and the minimum value
is a2.

Note that a rectangle has two symmetric axes, and so S(x + 180◦) =
S(x) = S(x − 180◦). Then it suffices to consider S(x) with 0 ≤ x ≤ 90◦.

There are three cases.

1) x = 0◦: then Hx = ABCD and S(x) = ab > a2.

2) 0◦ < x < ϕ: in this case note that Hx∩H is the octagon MNPQRSUV
(see Fig. 4.12).

Since R180◦
I maps the pairs AB, A′B′ into the pairs CD, C′D′, it also

maps M into R. This implies that M, I and R are collinear, which give

S(x) = S(MNPQRSUV ) = 2S(MNPQR)
= 2S(IMN) + 2S(INP ) + 2S(IPQ) + 2S(IQR)

=
b

2
MN +

a

2
NP +

a

2
PQ +

b

2
QR

=
b − a

2
MN +

a

2
(MN + NP + PQ) +

b

2
QR

>
a

2
(MN + NP + PQ) >

a

2
(BN + NP + PC)

=
ab

2
> a2.
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Figure 4.12:

Figure 4.13:
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3) ϕ ≤ x ≤ 90◦: in this case Hx ∩ H is a parallelogram MNPQ (see
Fig. 4.13).

Then we have

S(x) = S(MNPQ) = AB · MN ≥ a2.

The equality occurs if and only if MN = A′B′, which in turn is equivalent
to x = 90◦.

Taking into account the two symmetric axes said above, we conclude
that S(Hx ∩H) ≥ a2 always and the minimum a2 is attained if and only if
either x = 90◦ or x = 270◦.

4.5.13

Note that B̂′AC′ is equal to either 3Â, or 2π−3Â, or 3Â−2π. It is similar
to Ĉ′BA′ and Â′CB′. In all cases we always have

cos B̂′AC′ = cos 3A, cos Ĉ′BA′ = cos 3B, cos Â′CB′ = cos 3C.

For the triangles A′B′C and ABC, by the law of cosines, we have (see
Fig. 4.14)

A′B′2 = a2 + b2 − 2ab cos 3C

= c2 + 2ab cosC − 2ab cos 3C

= c2 + 4ab sin 2C sin C

= c2 + 8ab cosC sin2 C

= c2 + 4(a2 + b2 − c2) sin2 C

= c2 + (a2 + b2 − c2) · 4R2 sin2 C

R2

=
c2

R2
(R2 + a2 + b2 − c2).

Similarly,

B′C′2 =
a2

R2
(R2 + b2 + c2 − a2); C′A′2 =

b2

R2
(R2 + c2 + a2 − b2).

So the triangle A′B′C′ is equilateral if and only if

a2(R2 + b2 + c2 − a2) = b2(R2 + c2 + a2 − b2) = c2(R2 + a2 + b2 − c2)
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Figure 4.14:

⇐⇒
{

(a2 − b2)(R2 + c2 − a2 − b2) = 0
(b2 − c2)(R2 + a2 − b2 − c2) = 0,

which give either ABC is equilateral, or ABC is isosceles having two 75◦

angles, or ABC is isosceles having two 15◦ angles.

4.5.14

Let p be the perimeter of a quadrilateral ABCD. Put ÂOB = 2x, B̂OC =
2y, ĈOD = 2z, D̂OA = 2t (see Fig. 4.15), we have 0 < x, y, z, t < π

2 and
x + z = y + t = π

2 .
By the law of sines applying to the triangle ABC, we see that AB =

2a sin ÂCB = 2a sinx. It is similar to BC, CD and DA. So we obtain

p = 2a(sin x + sin y + sin z + sin t),

where x and y are related by sin 2x · sin 2y = b2

a2 . The problem is reduced
to finding the maximum and minimum of

f(x, y) = f(y, x) = sin x + cosx + sin y + cos y.

Note that PA ·PC = PB · PD = −PP (O) = a2 − d2 := b2. After some
calculations we can get

max f(x, y) =
√

2 +

√
1 +

b2

a2
; min f(x, y) = 2

√
1 +

b

a
,
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Figure 4.15:

which give
pmax = 2(a

√
2 +

√
a2 + b2),

if and only if AC = BD =
√

2(a2 + b2), and

pmin = 4
√

a(a + b),

if and only if the longest diagonal of ABCD is the diameter of the circle
(O, a) passing through P .

4.5.15

Let I be the in-center of ABC (see Fig. 4.16). Then AA′, BB′, CC′ meet
at I. Since Ĉ′B′B = Ĉ′CB = ÂCC′, a quadrilateral IQB′C is cyclic.
Then we have Q̂IB′ = ÂBB′(= ÂCB′), which gives IQ ‖ AB. Similarly,
IM ‖ AB, also IP ‖ BC and IS ‖ BC, IN ‖ CA and IR ‖ CA.

Thus we get four similar triangles IMN, QIP, RSI and ABC, and three
rhombuses IQAR, ISBM and INCP . Then we obtain

MN

BC
=

IM

AB
=

IN

AC
=

MN + IM + IN

BC + AB + CA
=

MN + BM + NC

2p
=

BC

2p
,

which implies that MN = BC2

2p .
Similarly,

PQ =
CA2

2p
, RS =

AB2

2p
.

From this the result follows.
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Figure 4.16:

4.5.16

There are two cases:
1) R1 = R2: in this case M1 ≡ O1, M2 ≡ O2. So N1, N2 are the dia-

metrically opposite points of A on (O1), (O2) respectively. Then ÂBN1 =
ÂBN2 = 90◦, and therefore, the three points N1, B, N2 are collinear.

2) R1 �= R2, say R1 > R2 (see Fig. 4.17):

Figure 4.17:

In this case the lines O1O2 and P1P2 meet at a point S so that O2 is in



256 CHAPTER 4. SOLUTIONS

between O1 and S, as well as P2 is in between P1 and S. Then we have

N̂1BA + N̂2BA = (180◦ − 1
2
N̂1O1A) +

1
2
N̂2O2A, (1)

where N̂1O1A < 180◦.
Let A1 be the second intersection point of SA and (O1). We see that

S is the center of a homothety that maps (O1) to (O2), where A1, O1, M1

are mapped to A, O2, M2 in such an order. Hence,

̂O1A1M1 = Ô2AM2. (2)

Note that SA · SA1 = PS(O1) = SO2
1 − R2

1 = SP 2
1 = SO1 · SM1,

which implies that four points A, M1, O1, A1 lie on the same circle. Then
̂O1A1M1 = Ô1AM1, which together with (2) gives Ô1AM1 = Ô2AM2.

Thus
N̂1O1A = N̂2O2A. (3)

From (1) and (3) it follows that N̂1BA + N̂2BA = 180◦, that is the
three points N1, B, N2 are collinear.

4.5.17

We consider the case where two circles tangent externally, as the case of
internal tangency is similar.

Let xy be a common tangent line of two given circles (see Fig. 4.18).
Since CA and My are tangents to (O1) at C and M respectively, F̂CA =

ĈMy. Moreover, ĈMy = F̂Mx, and F̂Mx = F̂AM (as Mx is tangent to
(O2) at M). Hence, F̂CA = F̂AM . Furthermore, M̂FA = ÂFC. These
equalities show that the two triangles AFC and MFA are similar. Then

FM

FA
=

FA

FC
=⇒ FM · FC = FA2.

Note that FM · FC = PF (O1) = FO2
1 − R2

1, and so FA2 = FO2
1 − R2

1, or
equivalently, FO2

1 − FA2 = R2
1.

Similarly, EO2
1 − EA2 = R2

1. Therefore,

FO2
1 − FA2 = EO2

1 − EA2 = R2
1.

By the assumption, D is on the line EF . Then we also get DO2
1−DA2 = R2

1,
or equivalently,

DO2
1 − R2

1 = DA2. (1)
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Figure 4.18:

Since DA is tangent to (O2) at A,

DA2 = PD(O2) = DO2
2 − R2

2. (2)

From (1) and (2) it follows that

DO2
1 − R2

1 = DO2
2 − R2

2 ⇐⇒ PD(O1) = PD(O2).

This shows that D is on the line of equal power to the two given circles,
which is fixed.

4.5.18

First we prove that K is on the circle (O) (see Fig. 4.19).
Indeed, from the assumption

−−→
AD =

−−→
PC it follows that ADCP is a

parallelogram. Then a circum-circles of APC (which is the circum-circle of
ABC) and of ADC are symmetric with respect to AC.

Furthermore, as K is the orthocenter of ADC, its symmetric point with
respect to AC lies on the circum-circle ADC. This implies that the circum-
circles of AKC and of ADC are symmetric with respect to AC.

Therefore, the circum-circle of ABC coincide with the circum-circle of
AKC, and so K is on the circum-circle of ABC. Moreover, since ABC is
acute, K is on the arc BC that contains A.
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Figure 4.19:
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Now let K1, K2 be the symmetric points of K with respect to BC, AB,
respectively. Denote by M the intersection of AH and (O). Since H and
M are symmetric with respect to BC, the quadrilateral HMK1K is an
isosceles trapezia, having BC as the axis of symmetry. So the intersection
point Q of the diagonals HK1 and MK is on BC. Due to symmetry, we
have

B̂HQ = B̂MQ.

Similarly, let R be the intersection point of CH and (O), S the inter-
section point of RK and HK2. Then S is on AB and we have

B̂HS = B̂RS.

Note also that for the cyclic quadrilateral BRKM , we have

B̂MQ + B̂RS = 180◦.

So from the last three equalities it follows that

B̂HQ + B̂HS = 180◦,

which shows that the three points S, H, Q are collinear. This, in turn,
implies that the three points K1, H, K2 are collinear too.

Since EF is the median line of the triangle KK1K2, it passes the mid-
point of the segment HK.

4.5.19

1) By assumptions of the problem the two pairs of the segments O1C, OO2

and O2C, OO1 are perpendicular to BC and CA respectively. Then OO1CO2

is a parallelogram, and so the midpoint I of OC is also the midpoint of O1O2

(see Fig. 4.20).
On the other hand, O1O2 is perpendicular bisector of CD and meets CD

at its midpoint J . Hence, IJ ‖ OD as the median line of the triangle OCD,
which implies that OCD is the right triangle at D. Then CD ≤ CO = R.
It is clear that CDmax = R ⇐⇒ D ≡ O ⇐⇒ OC ⊥ AB.

2) Let P be the midpoint of the arc AB of the circum-circle of AOB that
does not contain O, E and F the second points of intersection of PA with
(O1) and PB with (O2), respectively. It is easy to see that C ∈ EF, EF ‖
AB and AE = BF . Therefore, PE = PF (as PA = PB).

From this it follows that

PA · PE = PB · PF,
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Figure 4.20:

which shows that the point P has the same power with respect to the circles
(O1) and (O2). Hence, P must belong to the line CD.

Thus CD always passes through the fixed point P .

4.5.20

Let lines AD and BC meet at the point P .
1) If M is on the segment CD, then N is at the same side as M with
respect to the line AB (see Fig. 4.21). Since the quadrilaterals ANMD
and BNMC are cyclic,

ÂNM = π − ÂDM, B̂NM = π − B̂CM,

and so
ÂNB = 360◦ − (ÂNM + B̂NM) = ÂDM + B̂CM.

Thus
ÂNB + ÂPB = π.

This shows that the quadrilateral APBN is cyclic, and hence N is on the
fixed circle passing the triple A, B, P .

If M is outside of the segment CD, then N is on different sides of M
with respect to the line AB (see Fig. 4.22).
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Figure 4.21:

Figure 4.22:
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By the similar argument, we have

ÂNB = π − (ÂDC + B̂CD) = ÂPB.

This shows again that N is on the fixed circle passing through the triple
A, B, P .

2) Since P is the intersection point of the sides of the trapezia ABCD,

PA · PD = PB · PC,

which means that P is on the axis of equal power to the two circles (AMD)
and (BMC). That is the fixed point P is always on the line MN .

4.5.21

Choose the system of coordinates Oxy as follows: O is the midpoint of BC
and the x-axis is the line BC (see Fig. 4.23).

Put BC = 2a > 0, then the coordinates of the vertices B and C are
B(−a, 0) and C(a, 0). Suppose that A(x0, y0) with y0 �= 0. In this case,
note that

−−→
CH ⊥ −−→

AB, or equivalently,
−−→
CH.

−−→
AB = 0, also AH ⊥ Ox, then

coordinates of the orthocenter H(x, y) are the solutions of the system{
x = x0

(x − a)(x0 + a) + yy0 = 0,

which gives H

(
x0,

a2 − x2
0

y0

)
.

Note that the coordinates of the centroid G are
(x0

3
,
y0

3

)
, and so the co-

ordinates of the midpoint K of the segment HG are
(

2x0

3
,
3a2 − 3x2

0 + y2
0

6y0

)
.

Thus K belongs to the line BC if and only if

3a2 − 3x2
0 + y2

0 = 0 ⇐⇒ x2
0

a2
− y2

0

3a2
= 1 (y0 �= 0).

So the locus of A is the hyperbola of the equation x2

a2 − y2

3a2 = 1 without
two points B, C.



4.5. GEOMETRY 263

Figure 4.23:

Figure 4.24:
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4.5.22

Draw the diameter AA′ of the circle (O). We prove that N, M, A′ are
collinear, from which it follows that MN passes through the fixed point A′

(see Fig. 4.24).
Indeed, first note that DE is the axis of equal power of the circle (O)

and the circle (C1) of diameter PD.
Next, since P̂NA′ = 180◦ − ÂNA′ = 90◦, N is on the circle (C2) of

diameter PA′. Thus the two points N and A′ lie on both circles (O) and
(C2). This shows that NA′ must be the axis of equal power of the circles
(O) and (C2).

Finally, denote by F the intersection point of DA′ and BC. Note that
ÂDA′ = 90◦ and AD ‖ BC, we have P̂FD = 90◦, or equivalently, P̂FA′ =
90◦. Thus the two points P and F lie on both circles (C1) and (C2). This
means that PF , or the same, BC must be the axis of equal power of the
circles (C1) and (C2).

Therefore, the three lines DE, BC and NA′ meet at the center of equal
power M of all the three circles (O), (C1) and (C2). That is M, N, A′ are
collinear.

4.5.23

If α = 90◦ then M ≡ C. In this case MC
AB = 0 = cosα.

Consider the case α �= 90◦. Note that if α < 90◦ then M is outside the
segment EC (see Fig. 4.25).

Indeed, for α < 90◦ we have AC > BC. Assume that M belongs to the
segment EC. Then M must be inside of this segment. So ÊCA = B̂ME =
ÊCB + ĈBM , which shows that ÊCA > ÊCB. If D is the intersection of
the bisector of ÂCB and the side AB, then D must be in between E and
A. From this it follows that

1 <
CA

CB
=

DA

DB
< 1,

which is impossible.

Similarly, if α > 90◦ then M must be in between E and C (see Fig.
4.26).

Now put ÊCA = β, M̂BC = γ. By the law of sines for the triangles
ACE and BME, we have

AC

sin(π − α)
=

EA

sin β
=

EB

sin β
=

BM

sin α
,
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which gives AC = BM . Furthermore, by the law of cosines for triangles
BCM and ABC, we have

Figure 4.25:

MC2 = BC2 + BM2 − 2BC · BM · cos γ

= BC2 + AC2 − 2BC · AC · cos γ

= AB2 + 2BC · AC(cos ÂCB − cos γ)

= AB2 − 4BC · AC · sin ÂCB + γ

2
sin

ÂCB − γ

2
.

Note that if M is in between E and C then

ÂCB + γ

2
=

β + ÊCB + γ

2
=

β + β

2
= β
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and
ÂCB − γ

2
=

(β + ÊCB) − (β − ÊCB)
2

= ÊCB,

while if M is outside of the segment EC, then

ÂCB + γ

2
=

(β + ÊCB) + (ÊCB − β)
2

= ÊCB,

and
ÂCB − γ

2
=

β + ÊCB − γ

2
=

β + β

2
= β.

Figure 4.26:

Thus,

MC2 = AB2 − 4(AC · sin β) · (BC · sin ÊCB)

= AB2 − 4(EA · sinα) · (EB · sin α)

= AB2 − AB2 sin2 α

= AB2 · cos2 α,

which implies that MC
AB = |cosα|.
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Solid Geometry

4.5.24

Draw SF ⊥ CD at F . We first prove that ŜFO = α. Indeed, since OF is
a perpendicular projection of SF on the base ABCD, OF ⊥ CD and so
ŜFO is the linear angle of the dihedral of edge DC, that is ŜFO = α (see
Fig. 4.27).

Figure 4.27:

We see that the intersection quadrilateral ABLE is an isosceles trapezia
and SK is the altitude of the pyramid SABLE. Denote by M the inter-
section point of FO and AB. Then MK ⊥ AB and MK ⊥ LE. In this

case, the area of the trapezia ABLE is
1
2
(AB + LE) · MK, and therefore

the volume of the pyramid SABLE is computed by

V =
1
6
(AB + LE) · MK · SK. (1)

Also we have

OF = h cotα, SF =
h

sin α
, AB = MF = 2OF = 2h cotα,

MK = MF sin α = 2h cotα · sin α = 2h cosα,

FK = MF cosα = 2h cotα · cosα.
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Moreover, the altitude

SK = SF − FK =
h

sin α
− 2h cotα · cosα =

h

sin α
(1 − 2 cos2 α)

= −h cos 2α

sinα
.

Finally, for the two similar triangles SEL and SDC we have

EL =
DC · SK

SF
=

2h cotα · (−h cos 2α) · sin α

h sinα
= −2h cotα · cos 2α.

Substituting all these quantities into (1), we obtain

V = −4
3
h3 cos2 α cos 2α.

Note that V must be positive, so we have to show that cos 2α < 0.
Indeed, for the triangle SMF we can see that 2α < 180◦, while for the
triangle KMF we have K̂MF = 90◦ − α. Moreover, ŜMF > K̂MF ,
which is equivalent to α > 90◦ − α ⇐⇒ 2α > 90◦. Thus 90◦ < 2α < 180◦,
which shows that cos 2α < 0.

4.5.25

By the assumption, the triangle SBC is equilateral. Since (SBC) ⊥
(ABC), the altitude SH of the triangle SBC is also the altitude of SABC,

and SH =
√

3
2

. Then (see Fig. 4.28)

AC2 = AH2 + HC2 = AH2 +
1
4
. (1)

On the other hand,

AC2 = SA2 + SC2 − 2SA · SC · cos 60◦ = SA2 + 1 − SA. (2)

From (1) and (2) it follows that SA2 + 1 − SA = AH2 + 1
4 . But

AH2 = SA2 − SH2 = SA2 − 3
4
,

and so
SA2 + 1 − SA = SA2 − 1

2
,

which gives SA =
3
2
, and so AH =

√
6

2
.
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Figure 4.28:

Thus

VSABC =
1
3
SABC · SH =

1
3
· AH · BC

2
· SH =

1
3
·
√

6
2

· 1
2
·
√

3
2

=
√

2
8

.

4.5.26

1) Let OB ⊥ (P ), B ∈ (P ). Since AH ⊥ OH , by the assumption, and
BH is the projection of OH on the plane (P ), we get BH ⊥ HA. Thus
B̂HA = 90◦, and so the locus of H is the circle of diameter BA (see Fig.
4.29).
2) First consider the case when the planes are parallel to (P ), for example,
(P ′) ‖ (P ). These planes intersect the cone by the regions which are similar
to the base (c), that is intersect C by circles.

Now for the case when the planes are perpendicular to OA. By the
proof above, AH ⊥ (BOH), and so the two planes (OAH) and (OBH)
are perpendicular each to other, and OH is their intersection. Thus the
generatrix OH of the cone C can be considered as the intersection of a pair
of planes passing through OA, OB and perpendicular each to other. This
note shows that two generatrices OA and OB of the cone C are symmetric.
Then if (P ) ⊥ OB and intersects the cone by a circle, then all planes
(Q) ⊥ OA also intersect the cone by circles.
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Figure 4.29:

So C has two symmetric faces AOB and MON passing the bisector OI

of ÂOB and perpendicular to (AOB) (see Fig. 4.30).
The faces AOB and MON intersect C by ÂOB = α and M̂ON = β,

respectively. We have, in the right triangle OBA

IB

IA
=

OB

OA
= cosα.

On the other hand, from IM = IN and IM · IN = IA · IB it follows that

IM2 = IA · IB ⇐⇒ IM

IB
=

√
IA

IB
=

√
1

cosα
.

Furthermore, we have in the isosceles triangle OMN

tan
β

2
=

IM

OI
,

and in the right triangle OBI

sin
α

2
=

IB

IO
,

which together give
IM

IB
=

tan β
2

sin α
2

.
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Figure 4.30:

Thus
IM

IB
=

tan β
2

sin α
2

=

√
1

cosα
.

This gives the following relationship between α and β:

tan
β

2
=

sin α
2√

cosα
.

4.5.27

1) As (P ) makes equal angles with the three edges AB, AD, AE, we have
(BDE) ‖ (P ). Note that the equilateral triangle BDE has the edge BD =
a
√

2, where a is the length of the edge of the cube. Note also that the
diagonal AG of the cube is perpendicular to (BDE) and so AG passes
through the centroid I of the triangle BDE. Thus we obtain (see Fig.
4.31).

BI =
2
3
· BD

√
3

2
=

a
√

6
3

.
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Figure 4.31:

On the other hand, since (P ) ‖ (BDE), the angle between AB and (P )
is the same as the angle between AB and (BDE), that is ÂBI . We have

cos ÂBI =
BI

AB
=

a
√

6
3a

=
√

6
3

,

which is the desired cosine.

Furthermore, since AG ⊥ (P ), the perpendicular projection of G onto
(P ) coincides with A (see Fig. 4.32). Moreover, the edges of the cube make
equal angles with (P ), and vertices B, C, D, E, F, H have the same dis-
tances to AG, and hence their projections onto (P ) form a regular hexagon

B′C′D′E′F ′H ′ with the center A and the edge’s length
a
√

6
3

.

2) Since G′ ≡ A and F ′, G′, D′ are collinear, (FGD) ⊥ (P ). Similarly,
(BHG) and (CEG) are also perpendicular to (P ). So three diagonal faces
of the cube are perpendicular to (P ).

Note also that the six faces of the cube are equal with the area a2, and
so their projections are equal rhombuses with the area(

a
√

6
3

)2

·
√

3
2

=
a2
√

3
3

.

Thus the faces of the cube make with (P ) equal angles the cosine of which
is

√
3

3 .
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Figure 4.32:

4.5.28

1) We have (see Fig. 4.33)

Figure 4.33:

VEFGE′F ′G′ = VAE′F ′G′ − VAEFG. (1)

Moreover,

VAE′F ′G′

VABCD
=

AE′ · AF ′ · AG′

AB · AC · AD
=

5
6
· 3
4
· 2
3

=
5
12

,
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VAEFG

VABCD
=

AE · AF · AG

AB · AC · AD
=

1
6
· 1
4
· 1
3

=
1
72

,

and

VABCD =
a3
√

2
12

.

Substituting these values into (1), we obtain

VEFGE′F ′G′ =
29
72

VABCD =
29
72

· a3
√

2
12

=
29

√
2

864
a3.

2) Let AH be the altitude of the tetrahedron AEFG. On one hand, we
have

VAEFG =
1
72

VABCD =
a3
√

2
864

.

On the other hand,

VAEFG =
1
3
AH · SEFG,

and we can easily compute that SEFG = 5a2√3
288 . So AH = a

√
6

15 .
Note that the plane (EFG) makes with the lines AB, AC and AD the

angles ÂEH, ÂFH and ÂGH , respectively. We see that

sin ÂEH =
AH

AE
=

2
√

6
5

≈ 0.979,

and so ÂEH ≈ 78◦24′. Similarly, ÂFH ≈ 41◦13′, ÂGH ≈ 29◦15′.

4.5.29

First we can easily prove the following claim:

VKOBD

VKOAC
=

VDKAB

VCKAB
=

hD

hC
=

KD

KC
,

where hC , hD are the altitudes from C, D onto the plane (KAB), respec-
tively.

Put AC = a, AB = b, BD = c, KD = x, KC = y, we can get (see Fig.
4.34) {

x + y = d

x − y = c2−a2

d ,
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Figure 4.34:

where d = CD. Indeed, it is clear that x + y = d. Consider the right
triangles OKD and OKC, by the Pythagorean theorem, we have{

OK2 + x2 = OD2

OK2 + y2 = OC2
=⇒ x2 − y2 = OD2 − OC2.

Furthermore, for the right triangles OBD and OAC we also have{
OD2 = OB2 + BD2

OC2 = OA2 + AC2
=⇒ OD2 − OC2 = BD2 − AC2 = c2 − a2.

From these equalities the desired relations.

Now we have x = 1
2

(
d + c2−a2

d

)
y = 1

2

(
d − c2−a2

d

)
,

which gives
x

y
=

d2 + c2 − a2

d2 − c2 + a2
.

Note that BCD is the right triangle, we have d2 = c2+BC2 = c2+(a2+b2),
and hence

VKOBD

VKOAC
=

x

y
=

2c2 + b2

2a2 + b2
. (1)

Now suppose that
VKOAC

VKOBD
=

AC

BD
=

a

c
.
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By (1) we have
2a2 + b2

2c2 + b2
=

a

c
, or equivalently, (2ac − b2)(a − c) = 0. As

a �= c, we obtain 2ac = b2, that is, 2AC · BD = AB2.

Conversely, suppose that 2AC · BD = AB2, that is, 2ac = b2. Since
a �= c, this is equivalent to

2ac(a − c) = b2(a − c) ⇐⇒ 2c2 + b2

2a2 + b2
=

c

a
.

Again by (1)
VKOBD

VKOAC
=

2c2 + b2

2a2 + b2
,

and so
VKOBD

VKOAC
=

c

a
=

BD

AC
.

Remark. If AC = BD then the statement of the problem is not true.

4.5.30

1) Consider a plane (P ) ⊥ ∆ passing through N . Since MN ⊥ ∆, MN
belongs to (P ). Let AA′ ⊥ (P ), then AA′ ⊥ NA′, and so NA′ is the
distance between the two fixed lines ∆ and AA′, which is constant (see Fig.
4.35).

Figure 4.35:

Through the midpoint O of NA′ draw a line xy ⊥ (P ), which is parallel
to ∆ and has the constant distance NO = 1

2NA′ to ∆.
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On the other hand, since NM ⊥ MA, we have MA′ ⊥ MN . Then
OM = 1

2NA′ is constant, and OM ⊥ xy, so M is away from xy a constant
distance. Thus the locus of M is a rotating cylinder of axis xy and of radius
1
2NA′ = a (constant).

2) Note that I is the image of M under the homothety centered at N of
ratio 1

2 . Since N is on ∆ ⊥ MN , the locus of I is the image of the locus of
M under the above-mentioned homothety of axis ∆ and ratio 1

2 .
Thus the locus of I is the rotating cylinder of axis xy and of radius a

2 .

4.5.31

Draw BB′′ ‖ D′D and BB′′ = D′D. Let H, I, K be the perpendicular
projections of A′, D, A on BD′. From K draw KN ‖ ID. We prove that
AN = A′H , which shows the existence of the triangle AKN of the sides
m1, m2, m3 (see Fig. 4.36).

Figure 4.36:

Since BK ⊥ AK and BK ⊥ KN , BK ⊥ (AKN). Moreover, since
B′′N ‖ BK, B′′N ⊥ (AKN), and so B′′N ⊥ AN . We see that the two
triangles A′BD′ and AB′′D are equal, as A′B = AB′′, BD′ = B′′D, D′A′ =
DA. Then their corresponding altitudes A′H and AN are equal.

Furthermore, we have

VA′ABD =
1
6
abc = VB′′ABD,
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and

VKAB′′D =
1
3
SAKN .B′′D =

1
3
SAKN ·

√
a2 + b2 + c2.

But the two pyramids KAB′′D and BAB′′D have the same base AB′′D
and the equal altitudes hK = hB, which imply that their volumes are equal.
Then from the last two equalities it follows that

2SAKN ·
√

a2 + b2 + c2 = abc.

By the Heron’s formula,

SAKN =
√

p(p − m1)(p − m2)(p − m3)

with p = m1+m2+m3
2 , and so we obtain the following relation:

abc√
a2 + b2 + c2

= 2
√

p(p − m1)(p − m2)(p − m3).

4.5.32

1) Let SM = x, SN = y. By the law of cosines for the triangle MON , we
have (see Fig. 4.37) MN2 = MO2 + NO2 − 2MO · NO · cos M̂ON , which
gives

cos M̂ON =
MO2 + NO2 − MN2

2MO · NO

=
(SO2 + SM2) + (SO2 + SN2) − (SM2 + SN2)

2MO · NO

=
SO2

MO · NO
=

a(x + y)
MO · NO

=
x

MO
· a

NO
+

y

NO
· a

MO

= sin ŜOM · cos ŜON + sin ŜON · cos ŜOM

= sin(ŜON + ŜOM).

Thus ŜON + ŜOM + M̂ON = 90◦.

2) Let J be the midpoint of MN , and J ′ the symmetric point of S with
respect to J . We can verify that the center of the circum-sphere of the
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tetrahedron OSMN is the midpoint of OJ ′. Indeed, let I be the midpoint
of OJ ′. In the right triangle SOJ ′ we have

IS = IO =
1
2
IJ ′. (1)

Furthermore, since IJ ‖ (xSy), IJ is perpendicular to the both lines SJ ′

and MN . Then in the right triangles MIJ and SIJ we have

IM2 = IJ2 + JM2 = (IS2 − JS2) + JM2 = IS2, (2)

as in the right triangle SMN there hold JS = JM = 1
2MN .

Figure 4.37:

From (1) and (2) it follows that IO = IS = IM . Similarly, IN = IS,
and so I is the circum-center of the tetrahedron OSMN .

Thus I is the image of J ′ under the homothety of the center at O and
the ration 1

2 , and so the locus of I is the line I1I2 of the equilateral triangle
OM1N1 of the side a

√
2, where SM1 = SN1 = a.
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4.5.33

First we can prove that OABC is the tetrahedron for which the trihedral
angle at the vertex O is right, that is ÂOB = B̂OC = ĈOA = 90◦ (see
Fig. 4.38).

Figure 4.38:

From this it follows that OA = OB = OC = x (x > 0). Draw OH ⊥
BC, then AH ⊥ BC, and so S = SABC = 1

2AH · BC.
The triangle BOC is right and isosceles (OB = OC = x), then BC =

x
√

2. On the other hand, consider the triangle AOH which is right at O,
we see that

AH2 = AO2 + OH2 = x2 +
(

BC

2

)2

= x2 +
x2

2
=

3
2
x2.

This gives AH = x
√

6
2 . Then

S =
1
2
· x

√
6

2
· x

√
2 =

x2
√

3
2

=⇒ x =

√
2
√

3
3

S.

Therefore, the volume V of OABC is

V =
1
3
AO · SABC =

1
3
x · S =

S
√

S 4
√

12
9

.
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4.5.34

1) Since ME ⊥ (ABCD), ME ⊥ CS. Also by the assumption, MP ⊥ CS.
Then CS ⊥ (MEP ), in particular, EP ⊥ CS. That is ÊPC = 90◦ (see
Fig. 4.39). So P is on the circle of diameter EC.

Figure 4.39:

Furthermore, let I be the projection of M onto AC. We note that when
S ≡ A then P ≡ I, while if S ≡ B then P ≡ B too.

So the locus of P is the arc of the circle of diameter EC without two
points B and I.

2) Let the side of the square ABCD is 2a > 0. We note that 0 ≤ x ≤ 2a.
Since SO is the median of the triangle SMC, by the law of cosines, we have

SO2 =
2(SM2 + SC2) − MC2

4
.

But

SM2 = x2 + 4a2 − 4ax. cos 60◦ = x2 + 4a2 − 2ax

SC2 = 4a2 + x2

MC2 = 8a2,
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then

SO = x2 − ax + 2a2.

From this it follows that

SOmax = 2a (attains at x = 2a),

SOmin =
a
√

7
2

(attains at x = a
2 ).

4.5.35

As three faces of the parallelepiped belong to the surface of the tetrahedron,
there exists a common vertex, say A. Denote by AEFLPQHG the resulting
parallelepiped, as showed in the figure, where the vertex H belongs to the
face BCD. The plane ADHF meets BC at K, and the plane PQHG meets
DB, DC at M, N , respectively (see Fig. 4.40).

Let h, h1 be the altitudes of the pyramids DABC, DPMN , and V, Vp

the volumes of DABC, AEFLPQHG, respectively. By the assumptions
and Thales’s theorem, we have

PM

AB
=

PN

AC
=

DP

DA
=

DH

DK
=

h1

h
= y (0 < y < 1)

MH

MN
=

MQ

MP
=

QH

PN
=

PG

PN
= x (0 < x < 1).

From these equalities it follows that

SPMN

SABC
=

PM · PN

AB · AC
= y2, (1)

SMHQ

SPMN
=

MH · MQ

MN · MP
= x2, (2)

and

SNHG

SPMN
=

NH · NG

MN · NP
=

(MN − MH) · (NP − PG)
MN · NP

= (1 − x)2. (3)
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Figure 4.40:

Combining (1), (2) and (3) yields

SPQHG = SPMN − SMHQ − SNHG

= SPMN − x2SPMN − (1 − x)2SPMN

= 2x(1 − x)SPMN

= 2x(1 − x)y2SABC .

Then
Vp

V
=

(h − h1)SPQHG
1
3hSABC

= 6x(1 − x)y2(1 − y). (4)

By the Arithmetic-Geometric Mean inequality, we have

x(1 − x) ≤ 1
4
,

y

2
· y

2
· (1 − y) ≤ 1

27
.

So we obtain

Vp

V
= 6x(1 − x)y2(1 − y) ≤ 6 · 1

4
· 4
27

=
2
9
.

The equality occurs if and only if x = 1−x and y = 2(1−y), or equivalently,

x =
1
2
, y =

2
3
.
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1) Since
2
9

<
9
40

, it is impossible to have
Vp

V
=

9
40

.

2) We have
Vp

V
=

11
50

⇐⇒ 6x(1 − x)y2(1 − y) =
11
50

.

If we choose y =
2
3
, then 400x(1 − x) = 99. This gives x =

9
20

and

x =
11
20

. So we have the following construction.

Take M ∈ DB, N ∈ DC, P ∈ DA so that

DM

DB
=

DN

DC
=

DP

DA
= y =

2
3
.

On MN take H1, H2 so that

MH1

MN
=

9
20

,
MH2

MN
=

11
20

.

Then we get the two desired parallelepipeds AEFLPQH1G and AEFLPQH2G.

4.5.36

By the assumptions for the two pyramids we have (see Fig. 4.41)

AB ‖ EF, AC ‖ DE, BC ‖ DF (1)

and
AB = EF = AC = DE = BC = DF. (2)

Also S is the intersection point of the three medians DI, EK, FL of the tri-
angle DEF , and R is the intersection point of the three medians AH, BU, CV
of the triangle ABC.

1) By (1), the two bases (ABC) and (DEF ) are parallel. Also the three
line segments AE, BF, CD meet at the midpoint G of SR, and G is the
center of symmetry of the part formed by the two pyramids. Therefore,
KS ‖ RH and KS = RH , SE ‖ AR and SE = AR. This shows that
KSHR and SERA are parallelograms.

Let M be the intersection point of SA and RK, Q the intersection point
of SH and RE. We have (see Fig. 4.42).

SM

SA
=

SM

ER
=

KS

KE
=

1
3

=⇒ SM =
1
3
SA.
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Figure 4.41:

Figure 4.42:
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Similarly,

RQ =
1
3
ER =⇒ RQ =

1
3
SA.

By the same manner, we can determine the intersection points N of SV
and RD, T of RI and SC, P of SB and RL, X of SU and RF . So the
common part of the two pyramids SABC and RDEF is the solid figure of
six faces SMNPQTXR.

2) As in 1) we have

SM = SP = ST = RQ = RN = RX =
1
3
SA. (3)

Also, QH = 1
3SH , and so Q is the centroid of the triangle SBC. Let Y be

the midpoint of SB, then

Y P

Y S
=

Y Q

Y C
=

1
3
,

which shows that PQ ‖ SC and PQ = 1
3SC = ST . Thus STQP is a

parallelogram, and moreover, as ST = PQ = SP , we get that STQP is a
rhombus.

Similarly, SMNP, MXRN, TXRQ, SMXT, RNPQ are also rhombuses.
Denote by V the volume of the common part of the two given pyramids,
we have

V = 6VSMPT = 6
(

1
3

)3

VSABC ,

or equivalently,
V

VSABC
=

2
9
.

4.5.37

Let A′′, B′′, C′′ be the midpoints of AA′, BB′, CC′. From the assumption
of the problem it follows that

3
−−→
OM =

−−→
OA′ +

−−→
OB +

−−→
OC

and
3
−−−→
OM ′ =

−→
OA +

−−→
OB′ +

−−→
OC′.
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As
−→
OS = 1

2 (
−−→
OM +

−−−→
OM ′), we have

3
−→
OS =

3
2
(
−−→
OM +

−−−→
OM ′)

=
1
2
(
−→
OA +

−−→
OA′) +

1
2
(
−−→
OB +

−−→
OB′) +

1
2
(
−−→
OC +

−−→
OC′)

=
−−→
OA′′ +

−−→
OB′′ +

−−→
OC′′.

Now let H be the perpendicular projection of the center K of the sphere
S onto the plane (Oyz), then HB′′, HC′′ are projections of KB′′, KC′′

on this plane, respectively. This means that OK is a diagonal of a right
parallelepiped built on the three edges OA′′, OB′′, OC′′. Therefore,

−−→
OK =

−−→
OA′′ +

−−→
OB′′ +

−−→
OC′′.

Thus we obtain −→
OS =

1
3
−−→
OK.

Since K is the center of S, KA = KB = KC, and so K is on the ray K0t
perpendicular to the plane (ABC) and passing the circum-center of the tri-
angle ABC, where K0 is the center of the circum-sphere of the tetrahedron
ABCO. Hence, S is on the ray S0t with

−−→
OS0 = 1

3

−−→
OK0 (S0t is parallel and

has the same direction with K0t).

4.5.38

Let SH be the altitude of the equilateral tetrahedron SABC. Since SA =
SB = SC = a, HA = HB = HC. Denote by O the center of the two
concentric spheres. Since OA = OB = OC, O is on the ray SH (see Fig.
4.43).

Let D be the midpoint of AB. Then H ∈ CD. Draw OM ⊥ SD, then
OM ⊥ AB (as AB ⊥ (SHD), and so OM ⊥ (SAB). Therefore OM = r.

Note that the two triangles SOM and SDH are similar. We then have

SO

OM
=

SD

DH
=

CD

DH
= 3,

or equivalently,
SO = 3r. (1)

We can compute that

SD = CD =
a
√

3
2

=⇒ CH =
2CD

3
=

a√
3
. (2)
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Figure 4.43:

Hence,

SH2 = SC2 − CH2 = a2 − a2

3
=

2a2

3
=⇒ SH = a

√
2
3
. (3)

From (1), (2), (3) it follows that the relation CO2 = CH2 + OH2 can
be written as follows:

R2 =
a2

3
+

(
a

√
2
3
− 3r

)2

⇐⇒ a2 − 2
√

6ra + 9r2 − R2 = 0,

which gives
a = r

√
6 ±

√
R2 − 3r2. (4)

So we must have

R2 − 3r2 ≥ 0 ⇐⇒ r ≤ R√
3
. (5)

From (1) and SO2 = SM2 + OM2 it follows that SM = 2r
√

2. Thus
for the smaller sphere to tangent with three faces SAB, SBC, SCA, there
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must be SM ≤ SD ⇐⇒ 4r
√

2 ≤ a
√

3. So by (4) we have

r
√

2 ≤
√

3(R2 − 3r2) =⇒ r ≤
√

33
11

R. (6)

Conversely, if (6) holds then we have (5). Thus for the existence of such
a tetrahedron we must have r ≤

√
33

11 R.

4.5.39

Rotate the triangles CAB, CAD, CBD around the axes AB, AD, BD re-
spectively to become the triangles C1AB, C2AD, C3BD on the plane (ABD),
so that C1 and D are of different sides of the line AB, C2 and B are of
different sides of the line AD, and C3 and A are of different sides of the
line BD. We have (see Fig. 4.44)

AC1 = AC2 = AC, BC1 = BC3 = BC, DC2 = DC3 = DC.

Figure 4.44:

By the assumption 2), C1, A, C2 are collinear, and C1, B, C3 are collinear
too. Furthermore, by the assumption 1), ÂC2D + B̂C3D = 180◦, and so
the quadrilateral C1C2DC3 is cyclic.
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Denote by S′ the surface area of the tetrahedron ABCD, we have

S′ = SC1C2C3 + SC2DC3 . (1)

Let AC = x, BC = y. We can see that

SC1C2C3 = 2xy sin α.

Also

SC2DC3 =
1
4
(C2C3)2 · tan

α

2
=

[
(x + y)2 − 2xy(1 + cosα)

] · tan
α

2
= k2 tan

α

2
− 2xy sin α.

Substituting these values into (1) yields

S′ = k2 tan
α

2
.

4.5.40

Let O and R be the center and the radius of the given sphere, respectively.
We have

AB2 =
−−→
AB

2
= (

−−→
OB −−→

OA)2 = 2R2 − 2 · −−→OB · −→OA.

It is similar for the other terms in the considered sum. Summing up all
equalities we obtain

AB2 + AC2 + AD2 − BC2 − CD2 − DB2

= 2(
−−→
OC · −−→OB +

−−→
OD · −−→OC +

−−→
OB · −−→OD −−−→

OB · −→OA −−−→
OC · −→OA −−−→

OD · −→OA)

= −(OA2 + OB2 + OC2 + OD2) + (
−−→
OB +

−−→
OC +

−−→
OD −−→

OA)2

= −4R2 + (
−−→
OB +

−−→
OC +

−−→
OD −−→

OA)2 ≥ −R2.

Thus,
AB2 + AC2 + AD2 − BC2 − CD2 − DB2 ≥ −R2. (1)

Now we draw the diameter AA′ of the sphere. Then we have

ÂBA′ = ÂCA′ = ÂDA′ = 90◦. (2)
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Therefore, the equality in (1) occurs if and only if

−−→
OB +

−−→
OC +

−−→
OD −−→

OA =
−→
0

⇐⇒ (
−→
OA +

−−→
AB) + (

−→
OA +

−→
AC) + (

−→
OA +

−−→
AD) −−→

OA =
−→
0

⇐⇒ −−→
AB +

−→
AC +

−−→
AD = 2

−→
AO =

−−→
AA′,

which gives 
−→
AC +

−−→
AD =

−−→
AA′ −−−→

AB =
−−→
BA′

−−→
AD +

−−→
AB =

−−→
AA′ −−→

AC =
−−→
CA′

−−→
AB +

−→
AC =

−−→
AA′ −−−→

AD =
−−→
DA′.

(3)

From (2) and (3) we obtain

(
−→
AC +

−−→
AD)

−−→
AB = (

−−→
AD +

−−→
AB)

−→
AC = (

−−→
AB +

−→
AC)

−−→
AD = 0,

that is −→
AC · −−→AD =

−−→
AD · −−→AB =

−−→
AB · −→AC = 0.

This implies that the trihedral angle at the vertex A is rectangular.

Conversely, if the trihedral angle at the vertex A is rectangular, then it
can be easily seen that the equality in (1) occurs.

4.5.41

Let E be the centroid of the triangle BCD, G the centroid of the tetra-
hedron A′BCD. Take F so that

−→
AF =

−→
IQ, then QF ‖ IA. By the

assumption, QA′ ‖ IA, and so the three points Q, F, A′ are collinear. This
implies that FA′ ⊥ AA′ (see Fig. 4.45).

Consider the homothety h with the center at E of the ratio 1
4 . We have

h(A) = P, h(A′) = G, h(F ) = K.

This implies that PK ‖ AF . Note that AF ‖ IQ, and so PK ‖ IQ and

PK =
1
4
AF =

1
4
IQ.

Thus PK is the fixed line segment.
On the other hand, PG ‖ AA′, GK ‖ FA′, and FA′ ⊥ AA′, and so

PG ⊥ GK. Consequently, P̂GK = 90◦, and hence G is on the fixed sphere
of diameter PK.



292 CHAPTER 4. SOLUTIONS

Figure 4.45:

4.5.42

Let O be the center of S and S′ the tangent point of S and (P ). Denote
by M the midpoints of SD (see Fig. 4.46).

Draw a plane passing through SD and perpendicular to AB at K. Then
AB is perpendicular to the three lines DK, SK, MK. By the assumption,
∆DAB = ∆SAB, we see that DK = SK as the two coppesponding al-
titudes. Then in the iscoseless triangle KSD we have MK ⊥ SD and
D̂KM = ŜKM . This shows that the plane (MAB) is the bisector plane of
the dihedral angle of the edge AB and the faces performed by the two half-
planes (ABD) and (ABS). Hence, S and D are symmetric with respect to
the plane (MAB).

Furthermore, O is equidistance from the two planes (ABC) and (SAB),
and the two points O and S are of different sides of the plane (ABC). This
shows that O belongs to (ABC). That is, S and D are symmetric with
respect to the plane (OAB).

Similarly, E, F are the symmetric images of S with respect to the planes
(OBC), (OCA) respectively. Thus we have OD = OE = OF = OS.

On the other hand, OS′ ⊥ (P ), and so S′D = S′E = S′F . Thus S′ is
the circum-center of ∆DEF .
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Figure 4.46:

4.5.43

Denote by R the radius of the sphere. Then OA = OB = OC = OD =
R. Put

−→
OA = −→a ,

−−→
OB =

−→
b ,

−−→
OC = −→c ,

−−→
OD =

−→
d . From the assumption

AB = AC = AD it follows that ∆AOB = ∆AOC = ∆AOD, and so
ÂOB = ÂOC = ÂOD. Then we have (see Fig. 4.47)

−→a · −→b = −→a · −→c = −→a · −→d .

Note that

3
−−→
BG =

−−→
BA +

−−→
BC +

−−→
BD

=
−→
OA −−−→

OB +
−−→
OC −−−→

OB +
−−→
OD −−−→

OB

= −→a + −→c +
−→
d − 3

−→
b .

Also as E and F are the midpoints of BG and AE, respectively, we
have

12
−−→
OF = 6(

−→
OA +

−−→
OE) = 6

−→
OA + 3(

−−→
OB +

−−→
OG) = 6

−→
OA + 3

−−→
OB + 3

−−→
OG

= 6
−→
OA + 3

−−→
OB + (

−→
OA +

−−→
OC +

−−→
OD) = 7

−→
OA + 3

−−→
OB +

−−→
OC +

−−→
OD

= 7−→a + 3
−→
b + −→c +

−→
d .
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Figure 4.47:

Therefore,

3
−−→
BG · 12−−→OF = (−→a + −→c +

−→
d − 3

−→
b ) · (7−→a + 3

−→
b + −→c +

−→
d )

= 7−→a 2 − 9
−→
b 2 + −→c 2 +

−→
d 2 − 18−→a · −→b + 8−→a · −→c + 8−→a · −→d + 2−→c · −→d

= 7R2 − 9R2 + R2 + R2 − 18−→a · −→b + 8−→a · −→c + 8−→a · −→d + 2−→c · −→d
= −18−→a · −→d + 8−→a · −→d + 8−→a · −→d + 2−→c · −→d
= 2−→c · −→d − 2−→a · −→d = 2

−→
d · (−→c −−→a ) = 2

−−→
OD · −→AC.

From this it follows that

−−→
BG · −−→OF = 0 ⇐⇒ −−→

OD · −→AC = 0,

that is OF ⊥ BG ⇐⇒ OD ⊥ AC.

4.5.44

1) Let G be the centroid of the tetrahedron ABCD. Choose F so that−−→
OF = 2

−−→
OG. We then have (see Fig. 4.48){

3
−−→
OA0 =

−−→
OB +

−−→
OC +

−−→
OD

−−−→
OA1 =

−→
OA,
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Figure 4.48:

From this it follows that

3
−−→
OA0 −

−−→
OA1 =

−→
OA +

−−→
OB +

−−→
OC +

−−→
OD = 4

−−→
OG.

Thus we obtain

−−→
OA0 −

−−→
OA1 = 4

−−→
OG − 2

−−→
OA0 = 2(2

−−→
OG −−−→

OA0) = 2(
−−→
OF −−−→

OA0),

or equivalently,
−−−→
A1A0 = 2

−−→
A0F .

This shows that A0A1 passes through F .
Similarly, B0B1, C0C1, D0D1 also pass through F . This is the point

said in the problem.

2) Let P and Q be the midpoints of AB and CD respectively. Since G is
the centroid of ABCD, G is the midpoint of PQ.

On the other hand, from 1) we see that
−−→
OF = 2

−−→
OG, which means that

G is also the midpoint of OF .
Thus PFQO is a parallelogram, and hence FP ‖ OQ. Note that OQ ⊥

CD (as the triangle OCD is isosceles), and so FP ⊥ CD.
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4.5.45

1) Let E be the midpoint of BC. Draw a line Ex ‖ PA. Then Ex ⊥ (PBC)
and all points on Ex have the same distance to P, B, C. Choose a point
Q ∈ Ex so that

−−→
EQ = 1

2

−→
PA. Then the triangle QAP is isosceles (QA =

QP ), and hence QA = QP = QC = QB. That is Q is the circum-center of
the sphere S (see Fig. 4.49).

Figure 4.49:

Let F ∈ (APEQ) be the intersection point of AE and PQ. Since
EQ ‖ PA,

PF

FQ
=

PA

EQ
= 2 =⇒ PF = 2FQ,

which means that

−−→
PF =

2
3
−−→
PQ.

Thus F is the fixed point and, as F ∈ AE, it belongs to the plane (ABC).

2) Put PA = a, PB = b, PC = c. Draw AK ⊥ BC, then PK ⊥ BC. We
have

S = SABC =
1
2
· BC · AK,
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which implies that

S2 =
1
4
· BC2 · AK2

=
1
4
· BC2(PA2 + PK2)

=
1
4
[
(PB2 + PC2)PA2 + (BC · PK)2

]
=

1
4
[
b2a2 + c2a2 + (2SPBC)2

]
=

1
4
(b2a2 + c2a2 + b2c2).

Note that

a2 +b2 +c2 = a2 +BC2 = 4QE2 +4BE2 = 4(QE2 +BE2) = 4QB2 = 4R2.

Now applying the inequality

xy + yz + zx ≤ (x + y + z)2

3
,

(which is equivalent to (x − y)2 + (y − z)2 + (z − x)2 ≥ 0), we have

4S2 = a2b2 + b2c2 + c2a2 ≤ (a2 + b2 + c2)2

3
=

16R4

3
.

Hence,

S2 ≤ 4
3
R4 ⇐⇒ S ≤ 2√

3
R2.

The equality occurs if and only if a2 = b2 = c2 =
4
3
R2 ⇐⇒ a = b = c =

2√
3
R.

4.5.46

Choose on each given ray one unit vector, denoted by
−−→
OAi = −→ei (i =

1, 2, 3, 4). Let ϕ be the angle between any two rays.

1) It is clear that the isosceles triangles OAiAj with i, j ∈ {1, 2, 3, 4}, i �= j,
are equal. We deduce that the tetrahedron A1A2A3A4 is regular. There-

fore,
4∑

i=1

−→ei =
−→
0 , which implies that

0 =

(
4∑

i=1

−→ei

)2

= 4 + 12 cosϕ,



298 CHAPTER 4. SOLUTIONS

or equivalently, cosϕ = − 1
3 .

2) Choose on the ray Or the unit vector −→e , and relabel the angles α, β, γ, δ
by ϕ1, ϕ2, ϕ3, ϕ4. In this case we have

p :=
4∑

i=1

cosϕi =
4∑

i=1

−→e .−→ei = −→e .
4∑

i=1

−→ei = 0,

and

q :=
4∑

i=1

cos2 ϕi =
4∑

i=1

(−→e .−→ei )2.

Representing −→e in a form

−→e =
4∑

i=1

xi
−→ei ,

we get for each i = 1, 2, 3, 4

−→ei · −→e = xi − xi cosϕ + cosϕ
4∑

i=1

xi =
4
3
xi − 1

3

4∑
i=1

xi.

Then
4∑

i=1

(−→ei · −→e )−→ei =
4
3
−→e ,

which gives
4∑

i=1

(−→e · −→ei )2 =
4
3
(−→e )2 =

4
3
.

Thus p = 0 and q =
4
3
.

4.5.47

Denote the faces BCD, CDA, DAB and ABC by numbers 1, 2, 3 and 4,
respectively. For X ∈ {A, B, C, D} and i ∈ {1, 2, 3, 4} denote by Xi the
linear angle at the vertex X of the face i. We have (see Fig. 4.50)

4∑
i=2

Ai +
4∑

i=1,i�=2

Bi +
4∑

i=1,i�=3

Ci +
3∑

i=1

Di = 4π. (1)
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Figure 4.50:

Without lost of generality we can assume that

3∑
i=1

Di = min


4∑

i=2

Ai,
4∑

i=1,i�=2

Bi,
4∑

i=1,i�=3

Ci,
3∑

i=1

Di

 .

In this case, from (1) it follows that

3∑
i=1

Di ≤ π. (2)

Suppose that D1 = max{D1, D2, D3}, then 2D1 < D1 + D2 + D3 ≤
π =⇒ D1 < π

2 , which means that all linear angles at the vertex D are
acute.

From the assumptions of the problem, by the law of sines, we have
sin D1 = sin A4

sin D2 = sin B4

sin D3 = sin C4.

(3)

Without lost of generality we can assume that A4 = max{A4, B4, C4}.
Then A4 must be acute. Indeed, if A4 ≥ π

2 , then from (3) we get

D1 = π − A4, D2 = B4, D3 = C4,

which imply that D2 +D3 = B4 +C4 = π−A4 = D1. This contradicts the
properties of the trihedral angle.
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Thus A4 < π
2 , and so the triangle ABC is acute. Then from (3) it

follows that D1 = A4, D2 = B4, D3 = C4, which give D1 + D2 + D3 = π.
Combining the last fact and (1), (2) yields that the sum of all lin-

ear angles at each vertex of the tetrahedron is π. Now put all faces
BCD, CDA, DAB on the plane ABC, we can easily see that AB = CD,
BC = AD and AC = BD.

4.5.48

First note that for n = 4 the four vertices of a regular tetrahedron satisfy
the problem.

For n ≥ 5 we show that there is no n satisfying the problem. Assume
in contrary that such an n exists. We denote by R the radius of the circles
passing either three of these points. There are two cases:

1) If n points are on the same plane: since there are only two circles of
the same radius R passing some two fixed points among the given points,
by Pigeonhole principle, there exist two among n − 2 ≥ 3 remained points
lying on the same circle of radius R. Thus there are four points which are
on the same circle, which contradicts the second condition of the problem.

2) If n points are not on the same plane: then a plane, passing through
at least three points A, B, C of the given n points, divides a space into two
half-spaces, one of which contains at least two points D, E of the given n
points.

Consider the tetrahedrons ABCD and ABCE. Applying the result of
the previous problem, we get that those tetrahedrons have the property
that opposite edges of each tetrahedron are equal. So as D, E are on the
same side of ABC, E must coincide with D, again, a contradiction.

Thus n = 4 is the only answer to the problem.



Chapter 5

Olympiad 2009

2009-1. Solve the system{
1√

1+2x2 + 1√
1+2y2

= 1√
1+2xy

,√
x(1 − 2x) +

√
y(1 − 2y) = 2

9 .

2009-2. Let a sequence (xn) be defined by

x1 =
1
2
, xn =

√
x2

n−1 + 4xn−1 + xn−1

2
, n ≥ 2.

Prove that a sequence (yn) defined by yn =
n∑

i=1

1
x2

i

converges and find

its limit.

2009-3. In the plane given two fixed points A �= B and a variable point C

satisfying condition ÂCB = α (α ∈ (0◦, 180◦) is constant). The in-circle of
the triangle ABC centered at I is tangent to AB, BC and CA at D, E and
F respectively. The lines AI, BI intersect the line EF at M, N respectively.

1) Prove that a line segment MN has a constant length.

2) Prove that the circum-circle of a triangle DMN always passes through
some fixed point.

2009-4. Three real numbers a, b, c satisfy the following condition: for each
positive integer n, the sum an + bn + cn is an integer. Prove that there

301
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exist three integers p, q, r such that a, b, c are the roots of the equation
x3 + px2 + qx + r = 0.

2009-5. Let n be a positive integer. Denote by T the set of the first 2n
positive integers. How many subsets S are there such that S ⊂ T and
there are no a, b ∈ S with |a − b| ∈ {1, n}? (Remark: the empty set ∅ is
considered as a subset that has such a property).

SOLUTIONS

2009-1. The conditions of the system are as follows
1 + 2xy > 0
x(1 − 2x) ≥ 0
y(1 − 2y) ≥ 0

⇐⇒
{

0 ≤ x ≤ 1
2

0 ≤ y ≤ 1
2 .

Then 0 ≤ xy ≤ 1
4
.

Note that for a, b ≤ 0 and ab < 1, we always have

1√
1 + a2

+
1√

1 + b2
≤ 2√

1 + ab
, (1)

the equality occurs if and only if a = b.
Indeed, (1) is equivalent to(

1√
1 + a2

+
1√

1 + b2

)2

≤
(

2√
1 + ab

)2

⇐⇒ 1
1 + a2

+
1

1 + b2
+

2√
(1 + a2)(1 + b2)

≤ 4
1 + ab

.

By Cauchy-Schwarz inequality,

1 + ab ≤
√

(1 + a2)(1 + b2)

⇐⇒ 2√
(1 + a2)(1 + b2)

≤ 2
1 + ab

.

Furthermore, since a, b ≤ 0 and ab < 1,

1
1 + a2

+
1

1 + b2
− 2

1 + ab
=

(a − b)2(ab − 1)
(1 + ab)(1 + a2)(1 + b2)

≤ 0

⇐⇒ 1
1 + a2

+
1

1 + b2
≤ 2

1 + ab
.
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Therefore,

2√
(1 + a2)(1 + b2)

+
1

1 + a2
+

1
1 + b2

≤ 4
1 + ab

,

the equality occurs if and only if a = b.

Return back to the problem. Applying (1) for a = x
√

2, b = y
√

2, we
have

1√
1 + 2x2

+
1√

1 + 2y2
≤ 1√

1 + 2xy
,

the equality occurs if and only if x = y.

Thus the given system is equivalent to{
x = y√

x(1 − 2x) +
√

y(1 − 2y) = 2
9

⇐⇒
{

x = y

162x2 − 81x + 1 = 0,

which gives two solutions of the problem:(
81 +

√
5913

324
,
81 +

√
5913

324

)
and

(
81 −

√
5913

324
,
81 −

√
5913

324

)
.

2009-2. From the assumptions of the problem it follows that xn > 0
for all n. Then

xn − xn−1 =

√
x2

n−1 + 4xn−1 + xn−1

2
− xn−1

=

√
x2

n−1 + 4xn−1 − xn−1

2

=

(√
x2

n−1 + 4xn−1 − xn−1

)
·
(√

x2
n−1 + 4xn−1 + xn−1

)
2
(√

x2
n−1 + 4xn−1 + xn−1

)
=

2xn−1√
x2

n−1 + 4xn−1 + xn−1

> 0, ∀n ≥ 2.

This shows that (xn) is increasing.
If there exists lim

n→∞xn = L, then L > 0. Letting n → ∞ in the given

formula of (xn) yields

L =
√

L2 + 4L + L

2
=⇒ L = 0,
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which is a contradiction. So xn → ∞ as n → ∞.
Now we note that for all n ≥ 2

xn =

√
x2

n−1 + 4xn−1 + xn−1

2

=⇒ 2xn − xn−1 =
√

x2
n−1 + 4xn−1

=⇒ (2xn − xn−1)
2 = x2

n−1 + 4xn−1

=⇒ x2
n = (xn + 1)xn−1

=⇒ 1
xn−1

− 1
xn

=
1
x2

n

.

Then we have for all n ≥ 2

yn =
n∑

i=1

1
x2

i

=
1
x2

1

+
(

1
x1

− 1
x2

)
+

(
1
x2

− 1
x3

)
+ · · · +

(
1

xn−1
− 1

xn

)
=

1
x2

1

+
(

1
x1

− 1
xn

)
= 6 − 1

xn
.

Note also that since xn > 0, ∀n ≥ 1, yn < 6, ∀n ≥ 1. Moreover,

yn = yn−1 +
1
xn

> yn.

So (yn) is increasing, bounded from above, and therefore, converges. Its
limit is

lim
n→∞ yn = lim

n→∞

(
6 − 1

xn

)
= 6.

2009-3. 1) We have (see Fig. 5.1)

N̂FA = ĈFE =
180◦ − ÂCB

2
=

B̂AC

2
+

ÂBC

2
= ÂIN,

which implies that the quadrilateral ANFI is cyclic. In this case ÎNF =
ÎAF = ÎAD and ÂNI = ÂFI = 90◦.

Note that the two triangles NIM and AIB are similar, as they have
two equal angles, and so

NM

AB
=

NI

AI
. (1)
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Figure 5.1:

Furthermore, since ÂNI = ÂFI = 90◦, in the right triangle ANI we have

NI

AI
= cos ÂIN. (2)

Finally,

ÂIN = ÂFN = ĈFE =
180◦ − α

2
. (3)

From (1), (2) and (3) it follows that

MN = AB · cos
180◦ − α

2
,

which is constant.

2) Let K be the midpoint of AB. As noted above, ÎNA = ÎMB = 90◦,
and so D, M, N are feet of perpendiculars from the vertices of the triangle
ABI. This shows that a circle passing through the three points D, M, N
is exactly the Euler’s circle of the triangle ABI, and therefore, this circle
must pass through the midpoint K of AB. Since AB is fixed, K is fixed
too.

2009-4. By Viète formula for the cubic equation we have
a + b + c = −p,

ab + bc + ca = q,

abc = −r.

Thus we suffice to prove that a + b + c, ab + bc + ca, abc are integer.
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1) First it is obvious, by the assumption of the problem for n = 1, that

a + b + c ∈ Z. (1)

2) Next we prove that abc is integer. The follwing identities will be used
very often in the sequel: for any real numbers x, y, z

x2 + y2 + z2 = (x + y + z)2 − 2(xy + yz + zx),
x3 + y3 + z3 − 3xyz = (x + y + z)[(x2 + y2 + z2) − (xy + yz + zx)].

Note that an + bn + cn is integer, in particular, for n = 2, 3, 4 and 6.
Since

2(ab + bc + ca) = (a + b + c)2 − (a2 + b2 + c2) ∈ Z,

and

2(a2b2 + b2c2 + c2a2) = (a2 + b2 + c2)2 − (a4 + b4 + c4) ∈ Z,

we have

2(a3 + b3 + c3) − 6abc = (a + b + c)[2(a2 + b2 + c2) − 2(ab + bc + ca)],

which implies that

6abc = 2(a3 + b3 + c3) − (a + b + c)[2(a2 + b2 + c2) − 2(ab + bc + ca)] ∈ Z.

Furthermore,

a6 + b6 + c6 − 3a2b2c2 = (a2 + b2 + c2)(a4 + b4 + c4 − a2b2 − b2c2 − c2a2),

and so

2(a6+b6+c6)−6a2b2c2 = (a2+b2+c2)[2(a4+b4+c4)−2(a2b2+b2c2+c2a2)],

which gives

6a2b2c2 = 2(a6+b6+c6)−(a2+b2+c2)[2(a4+b4+c4)−2(a2b2+b2c2+c2a2)] ∈ Z.

Thus we obtain that both numbers 6abc and 6a2b2c2 are integers. From
this it follows that abc is integer too.

3) We prove finally that ab + bc + ca is integer. Indeed, as

(ab + bc + ca)2 = a2b2 + b2c2 + c2a2 + 2abc(a + b + c),

we have

2(ab + bc + ca)2 = 2(a2b2 + b2c2 + c2a2) + 4abc(a + b + c) ∈ Z.
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Then from the fact that both numbers 2(ab + bc + ca) and 2(ab + bc + ca)2

are integers, it follows that ab + bc + ca is integer.

2009-5. We consider the following problem: Given the two rows of
points, A1, . . . , An at the upper row, and B1, . . . , Bn at the lower row. We
join the pairs of points (Ai, Ai−1), (Bi, Bi−1), (Ai, Bi), and also the pair
(A1, Bn). Our target is to determine there are how many ways of choosing
some points that no two of them are joined.

Let Sn be a number of ways satisfying the requirement said above,
but may contain both A1 and Bn. Denote by xn the number of ways
satisfying the requirement that do not contain any of A1, B1, An, Bn, by yn

the number of ways satisfying the requirement that contain exactly one of
those four points, by zn the number of ways satisfying the requirement that
contain exactly two points A1, An or B1, Bn, and finally by tn the number
of ways satisfying the requirement that contain exactly two points A1, Bn

or An, B1.
In this case, we have

Sn = xn + yn + zn + tn (1)

and the number of ways satisfying the problem is

Sn − tn
2

.

It is easy to see that the sequence (Sn) can be defined as follows:

S0 = 1, S1 = 3, Sn+1 = 2Sn + Sn−1, ∀n ≥ 2. (2)

We also have
xn = Sn−2, (3)

yn = 2(Sn−1 − Sn−2), (4)

zn = tn−1 +
1
2
yn−2, tn = zn−1 +

1
2
yn−2. (5)

By (1), (3) and (4), we have

zn + tn = Sn − xn − yn

= Sn − Sn−2 − 2(Sn−1 − Sn−2) = Sn − 2Sn−1 + Sn−2,

which, by (2), is equivalently to

zn + tn = 2Sn−2. (6)
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Furthermore, by (5) we have

zn − tn = −(zn−1 − tn−1),

which implies that
zn − tn = 2(−1)n−1. (7)

Combining (6) and (7) yields

tn =
(zn + tn) − (zn − tn)

2
= Sn−2 + (−1)n,

and hence

Sn − 1
2
tn =

2Sn − Sn−2 + (−1)n−1

2
.

This gives the following explicit result

Sn =
(5 + 4

√
2) · (1 +

√
2)n−1 + (5 − 4

√
2) · (1 −

√
2)n−1 + 2 · (−1)n−1

4
.

Now return to the given problem. Assigning the number n + i to the
point Ai and the number i to the point Bi (i = 1, . . . , n), the problem is
completely solved.
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